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ABSTRACT

Many application in human computer interaction (HCI) require tracking a human face and facial features. In this paper we propose efficient parallel processing system for face tracking under heterogeneous networked workstations. To track a face in the video image we use the skin color information and connected components. In terms of parallelism we choose the master-slave model which has thread for each processes, master and slaves. The threads are responsible for real computation in each process. By placing the queues between the threads we give flexibility of data flowing.

1. Introduction

Increasing needs for automated interaction between human and computer have motivated many researches to develop automatic face recognition systems which are being used widely in many applications. Although a lot of work has been done in this research field, extraction of facial regions and features out of complex scenes is still a problem [1, 2]. Furthermore, heavy computational burden which is inherent in those schemes makes it more difficult to develop them. Therefore, the goal of our work is to develop more efficient face tracking systems that is able to track the face and facial features within a few seconds. Choong Hwan Lee et al. suggested task-level parallel face recognition system under pipelined multicomputer [3]. And Hasegawa et al. also proposed module-based real-time parallel facial image recognition system [4]. In the networked workstation environments, interprocess communication is a critical factor of performance. Therefore, we propose a new parallel face tracking system minimizing the communications based on data decomposition.

2. Face Localization

Many different approaches for face localization are published in the literature using texture, depth, shape and color information or combinations of them. However, the detection of facial regions out of scenes with complex background is still a problem.

2.1 Color Segmentation

The segmentation of faces out of complex scenes can be done robustly on the basis of color and shape information [1]. As interesting color space we consider the Hue-Saturation-Value (HSV) color space, because it is very similar to human perception of colors. For the segmentation of skin-like regions it is sufficient to consider hue as color attributes. These domains can be estimated a priori and used subsequently as reference for any skin color. In our case we have
chosen the parameters as follows: $\theta_{\text{max}}=5\degree$ and $\theta_{\text{min}}=0\degree$. An example of such a segmentation is shown in Fig. 1 (a),(b).

2.2 Connected component analysis

Because the face is more or less a connected region with skin color, we perform connected component analysis on the segmented image. We determine connected components by applying a region growing algorithm at a coarse resolution of the segmented image. Connectivity is determined on the basis of the 4-pixel neighbourhood. As you can see in Fig. 1 (c), we get rid of isolated falsely detected pixels in the background by this step. We obtain one large connected area for the face. Several small connected components are found in the background. Based on shape information a further reduction of candidate region is done.

3. Parallel Face Tracking System

3.1 Overview

In section 2, we describe the face localization algorithm. Now, we consider the parallel processing in order to reduce the processing time of the proposed face tracking system. To support this processing under networked workstations, we selected master–slave model. The master is responsible for the controls of the system. At the beginning it gets the image from the CCD camera, spawns child processes, divides and sends the job to slaves, collects the processed data from the slaves and analyzes those results. Each slave performs the same jobs to the different image assigned by the master. For better performance a slave have three threads: One is for receiving the data, color thresholding and labeling, another is for combining the labels with the adjacent slaves, the other is for finding the facial features and sending to master these. The control structure of master–slave model is shown in Fig. 2.

3.2 Communication between threads in slaves

When the first thread sends the intermediate data to others there is a lost of the data if they are still dealing with last image data. To prevent the problem, we place the queues between threads. As soon as finishing the processing the threads take out the next image from the queue. If the queue is full, the first thread informs the master wait until the queue is available.

3.3 Parallel Labeling

Felpe Knop and Vernon Rego suggested parallel 3-D cluster labeling algorithm based on mapping tables, for distributed memory environments [5]. The basic idea behind the parallel algorithm is as follows. First, the image $M$ is divided row-wise into $n$ strips, where $n$ is the number of processors - slaves - used. Next, each processor runs the sequential algorithm on its strip. The simple approach will lead to incorrect labeling, since actual clusters can and
It seems clear that the improvement of hardware speed is going up continuously, but it is coming close to the peak. So, the developing of the parallel algorithm under networked workstations environment is helpful study.

We design the parallel system with master–slave model in addition to threads with queues. By dividing the input image we reduced the amount of communication between master and slaves. Threads executing concurrently in a process reduce computation time. Among the slaves they are combined by tree-combining scheme. It also improve the performance.

Even though we suggested a efficient way to track a face in video image, there are problems remained. For example, synchronization between threads, load balancing problems, and overhead due to the communications between processors.
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4. Conclusion and Future work