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요약

본 논문에서는 수사 정보와 문장간 유사도를 이용하여 문서의 수사 구조 트리를 생성하는 방법을 제안하였다. 말뭉치에서 찾아낸 수사 정보를 토대로 분류하고, 이를 이용해서 문서 내의 수사 정보를 추출해서 가능한 모든 구조를 생성한다. 다음으로, 장간의 유사도를 사용해서 가장 높은 하나의 구조를 선택한다. 생성된 수사 구조를 사용하여 문서를 요약할 수 있는데, 수사 정보는 언어적 특성을 이용하는 것이므로 도메인에 독립적인 요약 시스템을 만들 수 있다.

1. 서론

장세시스템으로 인터넷에 있는 문서들을 검색할 때, 너무나 많은 문서가 검색되기 때문에 검색된 문서가 적합한 것인지 확인하기가 쉽지 않다. 만약 이러한 문제들에 대한 요약문을 가지고 있다면, 사용자가 원하는 문서를 찾는데 도움을 줄 수 있다.


본 논문에서는 수사 정보를 사용하여 수사 구조를 생성하는 방법을 제안한다. 수사 정보를 사용하여 요약문을 추출하는 방법은 문서에서 수사 구조를 추출하는 과정과 이를 이용해서 요약하는 과정으로 나누는데, 본 논문은 그 중 일부분만을 대상으로 한다. 문장간에 존재하는 병렬 관계, 부연 관계 등 여러 가지 관계가 있는데, 문서에서 추출한 수사 정보와 문장간의 유사도를 이용하여 이러한 관계를 추출한다. 통계적인 방법은 사용하는 도메인에 종속된 결과를 가져오지만, 수사 정보는 언어적 특성을 이용하는 것이므로 이러한 방법을 사용화면 도메인에 독립적인 시스템을 만들 수 있다.

본 논문의 구성은 다음과 같다. 2장에서는 수사 구조란 어떤 것인지 살펴보고, 3장에서는 수사 구조를 생성하는 방법을 제안하고, 마지막으로 4장에서는 결론을 내린다.

2. 수사 구조

수사 구조는 문서 내에서 각 문장 사이의 관계를 나타내는 이진 트리이다. 트리의 leaf node는 문장을 가리키고, 중간 node들은 문장 사이의 관계를 나타낸다. 이러한 관계는 문서의 장간 단위에서 추출한 수사적인 정보와 문장간의 유사도를 가지고 생성한다.

수사적인 정보는 말뭉치에서 추출하고, 이러한 정보를 바탕으로 비슷한 역할을 하는 것끼리 분류하여 문장사이에 어떠한 관계가 존재하는지 찾아낸다. 이 논문에서는 이미 예의 될 바 문서 관계를 분류하는 방법을 제시한다. 다음의 표는 이러한 관계의 예를 보여준다.

<table>
<thead>
<tr>
<th>관계</th>
<th>표현</th>
</tr>
</thead>
<tbody>
<tr>
<td>병렬</td>
<td>그리고, 또한</td>
</tr>
<tr>
<td>반대</td>
<td>그렇다, 하지만</td>
</tr>
<tr>
<td>결론</td>
<td>따라서</td>
</tr>
</tbody>
</table>

[표 1] 수사 관계의 예
다음의 예는 실제로 문서에서 수사구조가 어떻게 구성되어 있는지를 보여준다.

[예제 1]
정보(information)에 대한 개념적 정의는 일관적이지 않다. (s1) 정보는 그 용어가 쓰여지는 상황(context)에 따라 각기 다른 의미로 해석될 수 있기 때문이다. (s2) 정보의 원어는 중세 라틴어인 informatio로서 출발한다. (s3) 당시의 의미는 주어진 어떤 '정상적' 구조와 '교사' 등을 뜻했던 것으로 알려지고 있다. (s4) 또한 프랑스에서는 고전적인 원어로서 구조 법적인 차원에서 '어떤 질서에 대한 수급 및 처리'의 의미로 사용되었다. (s5)

[그림 1] [예제 1]의 수사 구조

위의 그림에서 각 leaf node는 위 예제(1)의 각 문장을 가리키고 중간노드는 관계를 나타내는데, "~ 때문에", "당시의", "또한" 등의 수사 정보와 5개 문장의 유사도를 사용해서 [그림 1]과 같은 수사 구조를 생성한다.

3. 수사 구조의 생성

전체 시스템 구성도는 [그림 2]와 같다. 본 시스템은 문서에서 수사 정보의 추출과 문장간 유사도 계산, 문장간 구조 생성과 문단간 구조 생성, 그리고 최종 구조 생성 과정으로 이루어져 있다.

[그림 2] 전체 시스템 구성도

앞서 기술한 바와 같이, 문서 전체의 수사 구조를 만들기 위해서는 문장간, 문단간 수사 구조 생성의 두가지 과정을 거친다. 여기서 문장간 수사 구조와는 문단 안에 포함된 문장간의 구조이다. 각각의 구조를 생성한 후 문단간 수사 구조의 leaf node에 문장간 수사 구조를 대치시켜 전체 구조를 생성한다. 문장이나 문단간 구조를 만드는 과정은 매우 유사하므로, 이후 문장간 구조를 만드는 과정을 설명한다.

문장간 수사 구조 생성에는 수사정보와 문장간 유사도 사용한다. 그 과정은 다음과 같다.


[그림 3] 수사 구조 트리의 예

다음에는, 위에서 생성한 모든 수사 구조에 가중치를 분야하여, 그중 가장 가중치가 높은 것을 선택한다. 가중치는 문장간의 유사도를 이용한다. 문장간의 유사도가 높은 것을 지역하게 가할 수록, 가중치가 가장 높게 된다. 만약 가중치가 같거나 비슷하다면, 우축 노드의 길이가 좀 더 긴 것을 선택한다. 문장간의 유사도는 코사인 계수를 이용하여 다음과 같은 식으로 계산된다.

\[
\text{sim}(S_i, S_j) = \frac{\sum_{m \in S_i} W(t) W_j(t) (W(t) + W_j(t))}{\sqrt{\sum_{m \in S_i} W(t)^2} \sqrt{\sum_{m \in S_j} W_j(t)^2}}
\]

여기서 Si, Sj는 비교할 대상이 되는 문장이나 문단이고, W(t), W_j(t)는 각각 Si, Sj에서의 영역 t의 빈도이다. W(t)는 Si, Sj가 문장이나 문단이나 문 문단 내에서의 영역 t의 빈도 또는 문서 전체에서의 빈도가 된다. 여기서 W(t)값으로 나누어 주는 이유는 문서 내에서 일반적으로 많이 나온 영역은 문장간의 유사도 계산에서 가중치를 낮추어 주기 위함이다.
미지막으로, 생성된 수사 구조에서 수사 정보가 없는 문장에 대한 수사 관계를 설정해 본다. 첫째 단계에서 수사 정보가 없는 문장에 대해서는 관계를 설정하지 않는다. 수사 정보가 없는 문장은 앞 문장들과 같은 주제를 이어가는 경우(전환)와 다른 주제를 이어가는 경우(전환)의 두 가지 관계만을 생성한 다. 아직 결정되지 않은 노드의 좌측 문장들과 우측 문장들을 사 이의 유효도를 구하키 위해 결정을 남기면, 얻지 않으면 전 환의 관계로만 만들어 준다.

다음의 예는 실제로 이와 같이 수사 구조를 생성한 예인데, [그림 3]의 첫 번째 그림은 수작업으로 구조화를 본 것이고, 두 번째 그림은 위에서 제안한 방법을 이용하여 생성한 구 조이다.

[이제 2] (조선일보 사설 중에서)

4. 결론
본 논문에서는 문서의 수사 정보와 문장간 유사도를 이용한 수사 구조 트리를 생성하는 방법을 제시하였다. 항상 문서에서 어떤 곳, 어떤 척도, 어떤 메시지를 추출하고, 이를 이용해서 문서의 가능한 모든 수사 구조를 생성한 후, 유사도를 이용해서 하나의 구조를 선택하였다.

본 시스템에 생성한 수사 구조는 문서를 요약하는데 쓰일 수 있다. 또한 제안한 방법을 요약 시스템에 적용할 경우에는 각 문장에 따라 문장의 상대적인 중요도가 다른 점을 이용해 서 각 문장의 중요도를 계산한 후, 중요한 순서대로 문장을 추출해야 한다.

항후 연구 과제는 수사 정보의 중요도를 좀 더 세밀히 분류하고, 문장간 유사도의 의미와 흐름정보 등의 정보를 사용하여 수사 구조의 개선의 정확도를 높이는 연구가 필요하다.
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