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Ω약

Operator-level optimization of a systolic array for Montgomery Modular Multiplication (MMM) algorithm is presented in this paper. The proposed systolic array is faster than that of C.D. Walter by 40%. Compared with J.B. Shin et al.’s, it is 25% faster.

1. Introduction

Reducing the length of sequential operations is an important task when designing special purpose hardwares such as modular multipliers[1]. Based on C.D. Walter’s systolic array, J.B. Shin et al. improved it by decomposing arithmetic operations into boolean ones[2]. Though the decomposition resulted in a faster modular multiplier by 20% than Walter’s, the parallelism among the boolean operators remains unused. Therefore, we propose a further improved modular multiplier, which utilizes operator-level parallelism of boolean operations.

2. MMM and Walter’s systolic array

Walter’s systolic array is a parallel implementation of MMM (Montgomery modular multiplication algorithm). Given three numbers A, B, and M, where $A = \sum_{i=0}^{n-1} A[i]2^i$, $B = \sum_{i=0}^{n-1} B[i]2^i$, and $M = \sum_{i=0}^{n-1} M[i]2^i$, the base of MMM, $P_n$, is represented by the following algorithm:

$$
P_0 = 0
$$

for $i = 0$ to $n-1$

$$
Q[i] \leftarrow (P_i + A[i] \times B) \mod 2
$$

$$
P_{i+1} = (P_i + A[i] \times B + Q[i] \times M) \div 2
$$

end for

Assuming that $R = 2^n$, we can obtain modular multiplication from $P_n$ because $P_n = ABR^{-1} \mod M$. Walter transformed this algorithm into a systolic array by the following recursive equation, which is obtained by transforming MMM:

$$
$$

He decomposed the value $\text{carry}_{ij}[j]$ into two different variables $C_1[i,j]$ and $C_2[i,j]$, which are one bit values. With applying carry prediction technique to those values, Walter showed that $P_i[j]$ can be obtained by five steps of sequential boolean operations.

3. J.B. Shin et al.’s optimization with modification

J.B. Shin et al. proposed an improved systolic array based on Walter’s. By transforming the given arithmetic recursive equation into a boolean form, they found that the length of sequential operations could be further reduced by decomposing the variable $C_2[i,j]$ into two separate variables, $d_1[i,j]$ and $d_2[i,j]$. They proposed a set of recursive equations with these variables and showed that these equations can be computed at four steps, compared with the five step sequential operations of the original one.


$$
P_{i+1}[j - 1] = ((A[i] \land B[j]) \oplus (Q[i] \land M[j]))
\oplus (P_i[j] \oplus C_1[i,j - 1])
$$

(2)

$$
C_1[i,j]
= ((A[i] \land B[j]) \oplus (Q[i] \land M[j]))
\land (P_i[j] \oplus C_1[i,j - 1])
\oplus (((A[i] \land B[j]) \land (Q[i] \land M[j]))
\oplus ((d_1[i,j - 1] \lor d_2[i,j - 1])
\lor (P_i[j] \land C_1[i,j - 1])))
$$

(3)

$$
d_1[i,j]
= ((A[i] \land B[j]) \oplus (Q[i] \land M[j]))
\land (P_i[j] \oplus C_1[i,j - 1])
\oplus (((A[i] \land B[j]) \land (Q[i] \land M[j]))
\oplus ((d_1[i,j - 1] \lor d_2[i,j - 1])
\lor (P_i[j] \land C_1[i,j - 1])))
$$

(4)

590
4. Further optimization

In this paper, we further reduce CPL, by utilizing operator-level parallelism. For example, we can evaluate the boolean expression \( a \oplus b \oplus c \) either by \( \text{xor}(\text{xor}(a, b), c) \) or by \( \text{xor}(a, \text{xor}(b, c)) \), where the function \( \text{xor}(x, y) \) evaluates \( x \oplus y \). In this case, we can evaluate the boolean expression at one step by using the function \( \text{xor}(a, b, c) \) because the function \( \text{xor}(a, b, c) \) can be implemented as a logic gate or an instruction, which takes about the same time with \( \text{xor}(x, y) \) [3,4]. By using such an operator-level optimization, i.e., the optimization in evaluating a sequence of boolean operations, we can propose a systolic algorithm with CPL 3.

Before using this, we modify the equations in (2)-(5). The rules they use to transform arithmetic equations to boolean form are

\[
\begin{align*}
A \times 2 \mod 2 &= A \\
A + B \mod 2 &= A \oplus B \\
A + B \div 2 &= A \land B
\end{align*}
\]

where \( A \) and \( B \) are all 1-bit integers. In equations (3)-(5), the or-operator(\( \lor \)) is used instead of xor-operator(\( \oplus \)) only when the two input values(\( A \) and \( B \)) are not both 0 and in this case \( A \lor B \) equals to \( A \oplus B \). To use operator-level optimization we change all or-operator(\( \lor \))’s to xor-operator(\( \oplus \))’s. Optimization procedure is the following:

1. **step 1.** Change all or-operator(\( \lor \))’s in Fig. 1 to xor-operator(\( \oplus \))’s and make an index in each gate(Fig. 1).

2. **step 2.** Use 3-input xor-gate to utilize operator-level parallelism, i.e. \( C_2 \) and the output of \( \text{AND}_{215} \) is directly transferred to \( \text{XOR}_{222} \)(Fig. 2).

3. **step 3.** Shift down \( \text{AND}_{213}, \text{XOR}_{214}, \text{XOR}_{223}, \) and \( \text{AND}_{211} \) by 1-level(Fig. 2 and 3).

4. **step 4.** Label the output of \( \text{AND}_{211}, \text{XOR}_{212}, \text{XOR}_{222}, \) and \( \text{AND}_{222} \) which transformed to the gates in level-4 as \( s_1, s_2, s_3, \) and \( s_4 \) respectively(Fig. 3).

5. **step 5.** Remove the parameters \( C_1 \) and \( C_2 \) in input and output level and make \( s_1, s_2, s_3, \) and \( s_4 \) be input and output parameters(Fig. 4).

After step 5 we get a dependency graph with CPL 3. The systolic algorithm corresponding with Fig. 4 is the following:

\[
\begin{align*}
\text{P}_{i+j-1} &= (A[i] \land B[j]) \oplus (Q[i] \land M[j]) \\
&\oplus (s_2[i, j-1] \oplus s_4[i, j-1]) \oplus P[i] \\
\text{s}_1[i, j] &= (A[i] \land B[j]) \land (Q[i] \land M[j])
\end{align*}
\]
\[ s_2[i,j] = \text{xor}((A[i] \land B[j]) \oplus (Q[i] \land M[j]), 
((s_1[i,j - 1] \land s_3[i,j - 1]) 
\oplus (s_2[i,j - 1] \land s_4[i,j - 1])), 
((s_3[i,j - 1] \land s_4[i,j - 1]) \land P[j])) \]  \hspace{1cm} (11)

\[ s_3[i,j] = ((s_1[i,j - 1] \land s_3[i,j - 1]) 
\oplus (s_2[i,j - 1] \land s_4[i,j - 1])) 
\oplus ((s_2[i,j - 1] \land s_4[i,j - 1]) \land P[j]) \]  \hspace{1cm} (12)

\[ s_4[i,j] = (A[i] \land B[j]) \oplus (Q[i] \land M[j]) 
\oplus ((s_2[i,j - 1] \land s_4[i,j - 1]) \land P[j]) \]  \hspace{1cm} (13)

In the above equations, three-input xor-operator is used in equation (11) as predicted in step 2 of transformation. The initial conditions with this systolic algorithm are \( P_0[j] = 0 \) for all \( j \), \( s_1[i,0] = 0 \) for all \( i \), \( s_2[i,0] = 0 \) for all \( i \), \( s_3[i,0] = 0 \) for all \( i \), and \( s_4[i,0] = 0 \) for all \( i \). For the PEs with index \( [i,0] \), instead of computing \( P_{i+1}[{-1}] \), \( Q[i] \) is computed with the logic, \( Q[i] = P_i[0] \oplus (A[i] \land B[0]) \).

The interpretation of equations (9)-(13) is that with the notations used in [1], \( C_2[i,j] = (s_1[i,j] \land s_3[i,j]) \oplus (s_2[i,j] \land s_4[i,j]) \) and \( C_1[i,j] = s_2[i,j] \oplus s_4[i,j] \). For [2], \( d_4[i,j] = s_1[i,j] \land s_3[i,j] \land s_2[i,j] \), \( d_3[i,j] = s_2[i,j] \land s_4[i,j] \), and \( C_1[i,j] = s_2[i,j] \oplus s_4[i,j] \).

5. Conclusion

The operator-level parallelism has enabled to achieve significant improvements which achieved by utilizing the parallelism of associative relation among boolean operators. The proposed systolic array is faster by 25% than that of J.B. Shin et al.’s. Compared with the original one(C.D. Walter’s), it is 40% faster. Also we fixed some flaws in [2].

For further research, we could implement the proposed modular multiplier in an efficient way.
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