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요 약

인터넷 상에 분산되어 있는 다수의 일반 컴퓨터들을 이용하여 높은 컴퓨팅 파워를 요구하는 응용분야를 병렬분산 처리함으로써 그 비싼 고성능의 슈퍼컴퓨터를 사용하는 것보다 경제적인 효과를 얻을 수 있다. 본 연구에서는 다중 에어전트 시스템을 이용해서 가상 병렬 시스템을 구성하고, 기존 방법들보다 더 효율적인 방법으로 워커 에어전트와 작업 페키지를 분산하고 결과들을 얻는 새로운 방법을 제안한다. IBM의 Aglet 시스템을 이용하여 이동 컴퓨팅 환경을 모델링하였고, 제안된 분산 기법에 관한 성능 모델은 수학적으로 유도하여 그 결과를 기존 결과와 비교함으로써 본 논문에서 제안된 방법이 더 효율적임을 보인다.

1. 서론

이동 에어전트 파워를 요구하는 응용 분야에 적합한 고성능의 슈퍼컴퓨터를 대신하여, 네트워크 상에 분산되어 있는 컴퓨터를 이용하여 문제를 해결하기 위한 다양한 연구가 진행되고 있다[1,2,3]. 다중 에어전트 시스템을 이용한 병렬 컴퓨팅 환경을 구성하기는 연구도 이들 분야주도의 하나이다. 이러한 시스템은 네트워크 상에 분산되어 존재하는 이기종 시스템들을 가상 병렬 컴퓨팅 시스템으로 구성하고, 하나의 큰 작업을 분할하여 다수의 컴퓨터 상에서 효율적으로 분산 처리할 수 있다[3,4,5].

본 논문에서는 가상 병렬 컴퓨팅환경에서 효율적인 방법으로 워커 에어전트와 작업 페키지를 분산하는 방법과 이에 대한 성능모델을 제안한다. 여기서 워커 에어전트는 가상 병렬 컴퓨팅환경에 참여하는 컴퓨터로 이동되어 할당 받은 문제를 해결하는 프로그램이고, 작업 페키지는 각 워커 에어전트가 수행 할 자료들의 집합을 의미한다.

기존연구에서는 단순히 하나의 중앙 코디네이터에 의해 워커 에어전트가 다른 여러 호스트로 이동되고, 주어진 작업 페키지는 단위 작업 페키지로 분할되어 각 호스트에 전송된다[3]. 그래서 에어전트 수가 일정한 값을 초과하면 오히려 중앙 코디네이터에 많은 부하가 견디성능이 저하된다. 본 논문에서는 이러한 문제를 개선하기 위한 새로운 분산 기법을 제안하고, 그 결과를 기존 방법과 비교하여 성능이 더 우수함을 보인다. 또한 본 논문에서는 가공 병렬 컴퓨팅 환경을 구성하기 위해서 IBM의 Aglet 시스템을 기반 모델로 사용하였다. Aglet는 Java로 구현되어 있기 때문에 플랫폼에 독립적이며 사용자가 그 기능을 확장할 수 있는 효율적인 시스템이다.

2. 관련연구 및 문제점

다중 에어전트 시스템은 에어전트를 구성하는 작은 단위의 에어전트들이 복잡하게 구성되어, 상호작용과 협동을 통해 대단위 병렬성을 가진 문제를 해결하는데 이용될 수 있다. 그러한 시스템의 예로는 IBM의 Aglet[6], 독일 Stuttgart 대학의 Mole[7], 그리고 FIPA(Foundation for Intelligent Physical Agents)의 FIPA AP(Agent Platform)[8] 등이 있다.

최근에 Stuttgart 대학에서 Mole 시스템 기반의 가상 병렬 컴퓨팅환경에서 응용분야의 분산기법의 이에 대한
성능평가 모델이 제안되었다[3]. 여기서 제안된 분산 아이디어는 다음과 같다. 하나의 코드네이터가 다수의 호스트에 위치한 블록을 배치하고 주어진 응용문제를 여러 개의 단위 작업 페키지로 분할하여 전송하고, 위치 에이전트에서 계산된 결과를 다시 수집하는 방법을 사용하였다. 이러한 방법의 문제점을 살펴보면, 첫째 작업의 양에 따라 성능 향상은 현저하지만 블록에 위치한 위치 에이전트의 수가 많아지면 일정 범위 이상이 되면 더 이상의 성능 향상이 없어진다. 둘째, 코드네이터에서의 분산 수행시간이 각 위치 에이전트의 평균 수행시간보다는 크게 되면 코드네이터에서 병목현상이 발생한다.

본 논문에서는 위치에 제한된 문제점을 개선하기 위해 위치 에이전트의 역할을 각 위치 에이전트에게 위임하는 방법을 사용한다.

3. 새로운 분산 컴퓨터 모델
먼저 동적으로 이전과 유사하게 가장 병렬 환경 시스템을 구축한다. 이러한 시스템에서 참여하는 각 위치 에이전트는 전체 시스템의 IP 테이블을 유지하며, 각 위치에 위치한 호스트로부터 전송 받은 위치 에이전트의 작업 페키지를 다시 분할하여 각 위치 에이전트에 전송하는 방법을 사용한다. 이러한 분산 방법을 사용함으로써 코드네이터의 병목현상에 따른 네트워크 부하를 감소시킬 수 있고, 또한 성능 측면에서 기존 방법보다도 효율적임을 보인다.

3.1 기본 구조

그림 1은 본 논문에서 제안한 가장 병렬 컴퓨터 환경의 기본 구조이다. 예로는 위치 에이전트가 구성된 호스트에 로 스케일로 수행되며 우승하는 단계를 의미한다. 첫번째 단계에서는 (1)번에 연결된 위치 에이전트가 생성되고 그 다음 단계에서는 (2)번에 연결된 위치 에이전트가 동 시에 생성된다. 따라서 그림에서처럼 3단계가 진행된 후에는 8개의 위치 에이전트가 생성된다.

3.2 분산 알고리즘
m개의 위치 에이전트를 사용해서 문제를 해결하려고 할 때, 새로운 방법의 분산 알고리즘은 다음과 같다.

\[
\text{for } i = 0 \text{ to } \log_2(m) - 1 \\
\text{for } j = 0 \text{ to } 2i - 1 \text{ in parallel}
\]

\[j\text{-번째 IP 호스트 } \rightarrow 2i + j\text{-번째 IP 호스트}\]

- IP 테이블 유지: 시스템에 참여한 컴퓨터의 성능이 모두 동일하다고 가정하고, 가장 컴퓨터 환경에 참여하 는 각 호스트의 IP 테이블을 구성한다. 위치에 주 코드 네이터가 이러한 테이블을 구성하고 각 호스트에 이동 컴퓨터를 이용하여 전송하게 된다.

- 분산 전략: 그림 2는 IP 테이블의 구조이며, 각 위치 에이전트들의 배치 순서와 IP 테이블의 관계를 도시화한 것이다. 그림에서 H0는 호스트 IP를 의미하고, step0은 위치의 분산 알고리즘에서 i의 증가 값, 오른쪽의 개수는 각 step의 생성 위치 에이전트들의 수를 의미한다. 단단하게 수행할 원칙을 살펴보면 아플리케이션 수행 과 함께 위치 에이전트가 생성되고 step0일 때, 자신의 위치를 복제하고 H0 호스트로 이동한다. step1일 때, H1과 H2에 위치 에이전트들이 자신의 위치를 복제하고 H1과 H2 호스트로 각각 이동한다. step3일 때, H3, H4, H5, H6의 위치 에이전트들이 자신의 위치를 복제하고 H3, H4, H5, H6도 이동한다. 이렇게 step이 증가할 때마다 2의 배수로 증가하면서 위치 에이전트를 호스트로 배치한다.

\[
\begin{array}{ccccccc}
\text{step 0} & \text{step 1} & \text{step 2} & \text{step log}_2(m) - 1 \\
H_0 & H_1 & H_2 & H_3 & H_4 & H_5 & H_6 & \ldots & \text{step}_m^\text{1-계}\n\end{array}
\]

그림 2. IP 테이블 구성과 각 단계에 따른 위치의 생성

- 동기화 문제: 각 위치 에이전트의 동기화는 step이 증가할 때마다 카운트(cnt)를 가감하여 가능하게, i번째 단계에서 IP 테이블의 인덱스 cnt-1까지의 호스트 주소에는 모두 위치 에이전트가 배치되어 있다고 볼 수 있다.

모든 호스트에 위치 에이전트가 전송되면 작업 페키 지를 전송한다. 전송 방법은 위치 에이전트 분산타당 동일한 방법을 적용한다. H0 호스트에 n개의 작업 페키 지가 있다면, step0에서 H0로 n/2개를 전송하고, step1에서 H1, H2가 동시에 자신의 반, 즉 n/4개로 H1, H2에 각각 전달하게 된다. 그 다음에도 동일한 방법으로 steplog_2(m)까지 각 호스트에 작업 페키지를 전송하면 결국 각각의 위치 에이전트는 n/m반의 작업 페키지를 가지고 있게 된다. 모든 위치 에이전트에게 작업 페키지
지가 전송되며 동시에 위커 에이전트들은 자신의 작업페키지를 수행하고, 그 결과는 자신에게 작업페키지를 주었던 위커 에이전트에게 되돌려주는 방법으로 처음 호스트까지 결과를 통합해서 최종결과를 내게 된다.

4. 성능 평가
3장에서 제안한 성능 모델을 바탕으로 기존 방법과 성능을 비교하기 위해 제안한 알고리즘의 성능평가식을 유도한다.

4.1 성능 모델
먼저 주어진 문제가 _개의 작업페키지로 구성되어 있고, _개의 위커 에이전트에 의해 수행되고 가정한다. 성능 분석을 위해 다음과 같은 기호들을 정의한다.

\[ t_{\text{start}}: \text{위커 시작 시간}, \quad t_{\text{end}}: \text{위커 에이전트 이동시간}, \]

\[ t_{\text{send}}: \text{작업 페키지가 위커 에이전트에 전송되는 시간}, \quad t_{\text{work}}: \text{전체 페키지의 수행 시간}, \quad t_{\text{total}}: \text{결과 받는 시간}, \]

\[ t_{\text{start}}: \text{결과 통합 시간}, \quad t_{\text{send}}: \text{단위 작업 페키지 수행 시간 앞에서 제안한 분산 알고리즘에 관한 수행시간은 다음과 같은 수식으로 표현될 수 있다.} \]

- 각 호스트에 위커 에이전트를 배치하는 시간
  \[ t_{\text{int}} = (t_{\text{start}} + t_{\text{end}}) \log m \]
  - 모든 작업 페키지가 위커 에이전트에 전송되는 시간
  \[ t_{\text{pack}} = n(1/2 + 1/4 + 1/8 + \cdots + 1/((2^n)^m)) \times t_{\text{send}} \]
  \[ = n(1 - (1/2)^m) \times t_{\text{send}} \]

- 결과를 위한 위커 에이전트 수행 시간
  \[ t_{\text{work}} = n/m \times t_{\text{ext}} \]

- 계산결과 받아 통합하는 시간
  \[ t_{\text{total}} = (t_{\text{start}} + t_{\text{end}}) \log m \]

따라서, _개의 위커 에이전트를 이용했을 때 전체 소요 시간 \( t_{\text{total}} \)은 다음과 같이 계산될 수 있다.

\[ t_{\text{total}} = t_{\text{start}} + t_{\text{pack}} + t_{\text{work}} + t_{\text{int}} \]

4.2 성능 비교
앞에서 유도한 수식을 이용해서 성능을 평가하기 위해 2개에서 16개 까지 두 개씩 위커 에이전트를 추가하여 500계의 작업 페키지의 실행환경을 고려한다.

그림 3은 \( t_{\text{ext}} = 20 \), \( t_{\text{start}} = 200 \), \( t_{\text{work}} = 100 \), \( t_{\text{send}} = t_{\text{int}} = 1 \times t_{\text{ext}} = 3 \)으로 주었을 때, [3]의 방법과 본 논문에서 제안한 방법의 성능을 비교한 그래프이다. 그래프에서 Coord는 [3]에서 제안한 방법의 성능을 나타내고, Modify는 본 논문에서 제안한 방법의 성능을 나타낸다.

기존 방법의 위커 에이전트 수가 4개 이상이 되면 더 이상 성능향상이 없다. 이것은 위커 에이전트 수행시간보다 코디네이터 수행시간이 더 많이 걸리게 되어 코디네이터에 부하가 집중되기 때문이다. 반면, 개선된 방법은 위커 에이전트 수가 증가함에 더 좋은 성능을 낼다. 이것은 코디네이터 부하를 해소하기 위해 각 위커 에이전트에게 코디네이터 기능을 위워드하여 부하를 분산함으로써 얻어진 결과이다.

그림 4는 위커 에이전트의 수 축, 8, 단위 작업 페키지 수행 시간을 20으로 고정하고 작업 페키지 수를 100에서 500까지 10씩 증가시켰을 때의 성능 비교 그래프이다. 그래프에서 보는 바와 같이 작업 페키지 수 증가에 따른 성능도 [3]에서 제안한 방법보다 더 높은 성능을 나타낸다.

5. 결론
본 논문에서는 이동 에이전트를 기반으로 하는 가상 병렬 컴퓨팅 환경에서 병렬제산을 분할하여 효율적으로 배치하고 수행하는 방법을 제안하였다. 또한 그에 대한 성능을 기존 방법과 비교하여 더 우수함을 보였다.

향후 과제는 작업 페키지의 전송 단계가 증가함에 따라 통신 속도가 증가되는 문제를 해결하고, 이 기능에서는 IP 테이공 관련하는 기법과 각 호스트의 능력에 따라 작업을 분산하는 방법들의 연구가 고려된다.
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