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요 약

경성 실시간 시스템(Hard Real-Time System)에서는 주기 테스크들의 엉계한 마감시간(Deadline) 보장이 시스템의 성능을 좌우한다. 본 논문에서는 CPU의 이용률(Utility)이 높아 비율단조 정책으로는 마감시간을 보장할 수 없는 주기 테스크들을 위해 확장된 스케줄 가능성 검사를 통해 수행할 테스크들의 공통 주기(L.C.M: Least Common Multiple) 내에서 EDF(Earliest-Deadline First) 정책을 기반으로 마감시간 보장을 수행하기(Peasible Pattern)를 찾아 이를 참조하여 우선순위를 고려하지 않고 테스크들을 강제 수행할 수 있게 하는 비율단조 기반의 스케줄링 기법을 제안한다. EDF를 기반으로 생성된 페턴은 EDF 정책의 특성에 따라 CPU의 이용률을 100% 까지 가능하게 하여 페턴을 참조하여 강제 수행함으로써 EDF 정책이 갖는 실시간 스케줄링 오버헤드를 없앨 수 있다.

1. 서론

실시간 시스템은 동작의 정확성이 높으려는 성능성뿐만 아니라 시간적 정확성에서도 좌우되는 시스템을 의미한다. 실시간 시스템의 중요한 요소는 시간 제약 조건을 마감시간으로 주어진다. 마감시간은 염격하게 있어야 경성이(Hard), 준경성(Firm), 연성(Soft)마감시간으로 분류해 볼 수 있다. 실시간 시스템에 마감시간을 만족시키기 위해서는 고속의 계산을 요구하게 되지만, 고속의 계산이 실시간 시스템의 요구조건을 만족시키는 것은 아니다. 일반적으로 고속의 계산은 시스템의 평균 응답시간을 최소화하기 때문에 실시간 시스템에서 요구되는 수행가능성 즉, 테스크의 마감시간 보장을 의미하지 않는다[1].

본 논문에서는 확장된 스케줄 가능성 검사를 수행하는 비율 단조 기반의 스케줄링 기법을 제안한다. 이 스케줄링은 확장된 스케줄 가능성 검사를 통해 스케줄은 가능하다고 확실하게 마감시간을 보장할 수 없는, 즉, CPU의 이용률 높은 테스크 순서를 찾아내고 검사 시에 이전 마감시간을 만족하는 수행시간을 찾아 이를 참조하여 테스크들을 순서대로 수행할 수 있게 한다. 또한 필요한 오버헤드를 줄이기 위해 비율 단조 방식으로 스케줄이 가능하고 마감시간이 보장하는, 즉, CPU의 이용률 높은 경우 확장 검사를 실시하지 않고 기존의 비율 단조 정책에 따라 각 테스크에 고정 우선순위를 할당하고 그에 따라 수행할 수 있게 한다.

마감시간을 만족하도록 생성되는 수행시간은 EDF 정책을 따르 경우와 동일한 순서가 된다. 따라서 실시간 시스템에 우선순위를 계산하지 않아 스케줄링 오버헤드가 없는 RM 정책의 장점과 높은 CPU 이용률에서도 적용 가능한 EDF 정책의 장점을 모두 수용하고 있다.

2. 관련 연구

2.1 Rate-Monotonic (RM)

비율 단조 알고리즘은 최적의 정적 알고리즘으로 알려져 있고 많이 연구되고 사용되는 방법 중 하나로 다음과 같은 가정 하에 가능하다[2][4].

1) 마감시간을 갖는 모든 테스크들은 주기적이며, 2) 각 테스크에 대한 다음 요청은 이전 요청이 완료된 후 가능하고, 3) 각각의 테스크들은 독립적이다. 4) 각 테스크에 대한 수행시간은 상수이며 수행시간 내에 인터럽트는 없고, 5) 시스템에 있는 다른 비주기 테스크들은 고려하지 않고 주기 테스크에 수행에 드는 비용을 제외한 모든 비용은 무시한다.

특징이라 고정된 각 테스크는 수행 전에 정적으로 우선순위를 부여 받게 된다. 우선순위는 각 테스크의 주기를 기준으로 하며 주기가 짧을수록 높은 우선순위가 주어진다. 다음은 Liu와 Layland에 의해 제안된 스케줄 가능성 검사 방법이다[4].

주기 테스크 집합 \( \tau = \{r_1, r_2, \ldots, r_n\} \) 가 고정 우선순위 방식으로 스케줄링 된다고 가정 할 때, 우선순위 순으로 \( r_1 \)이 가장 높다. 정렬 되었다고 가정한다. \( T_i \)는 \( r_i \)의 주기, \( C_i \)는 수행시간(Completion time), \( C_i/T_i \)는 \( r_i \)의 프로세스당 이용률(Utilization, \( U_i \))과 같다고, 모든 테스크들의 CPU 이용률은 다음과 같다. \( 1 \leq i \leq n \)

\[
U = \frac{C_1}{T_1} + \frac{C_2}{T_2} + \ldots + \frac{C_n}{T_n}
\]

식 (1)의 이용률 \( U \) 가 다음을 만족하면 테스크 집합 \( \tau \)의
모든 테스크들은 동시에 마감시간을 만족할 수 있다.

\[
1 \leq n(2^a - 1) \quad (2)
\]

식 (2)에서 \( n \to \infty \) 이면, \( U = \ln 2 \) (약 0.693)이다. 즉, 주기 기반으로 정적 우선순위를 부여하는 알고리즘에서는 CPU의 이용률이 최대 약 0.693(69.3\%)까지만이다. 따라서, 만약 테스크들의 CPU 이용률이 최대값보다 작으면 마감 시간을 만족하지 못함을 보고 1(100\%)보다 작으면 스키줄링 가능하지만, 마감시간을 만족하지 못할 수 없게 됨은 틀이다. 테스크 설정 전에 우선순위가 할당 되기 때문에 우선순위 계산을 위한 오버헤드가 없고 마감시간과 주기값 간에 적이 적게 됨은 뒤 적이 적다.

2.2 Earliest-Deadline First (EDF)
마감시간 우선 알고리즘은 동적 우선순위 알고리즘으로는 적절한 방법으로 테스크의 주기가 아닌 마감시간을 기 준으로 템의 실행시점에서 실행이 완료되지 않은 테스크들 중에서 가장 가까운 마감시간을 갖는 테스크에게 다음 우선 순위를 할당한다. 즉, 마감시간이 빨라수록 높은 우선순위가 할당된다.

주기 테스크 집합 \( T = \{ T_1, T_2, \ldots, T_n \} \)가 동적 우선순위 방식으로 스키줄링 된다고 가정 할 때, \( T_i \)는 \( T \)의 주기.
\( C_i \)는 수행 시간이라 하면, 다음 조건을 만족할 때 이 테스크들은 스키줄링 가능하다고 할 수 있다. 

\[
\frac{C_1}{T_1} + \frac{C_2}{T_2} + \ldots + \frac{C_n}{T_n} \leq 1 \quad (3)
\]

식 (3)에서 동적 우선순위 알고리즘은 CPU 이용률이 최대 1(100\%)까지 가능함을 알 수 있다. 그러나 새로운 테스크를 할당 할 때마다 우선순위를 계산하기 때문에 실행시간을 스키 줄링 오버헤드가 크다. 마감시간이 주기와 동일하거나 주기 에 비례하여 작을 경우 RM과 같은 마감시간이 작아 보아 작을 때 적이 적다.

2.3 Slack Stealing
슬랙은 CPU의 여유시간을 말한다. 즉, 주기 테스크들의 각 자의 주기 내에서 실행을 완료하고 남은 시간을 말하는데 임 의의 시간대에서 실행되고 있는 주기 테스크들에 없을 때 비주 기 테스크에게 할당하기 위해 주기 테스크로부터 살점을 빼야할 비주기 테스크의 부양시간을 최소화 하고자 하는 방법 이다[5].

3. 제한된 스키줄 가능성 검사 기법
관련 연구를 바탕으로 확장된 스키줄 가능성 검사 기법을 제안한다.

본 논문에서 제안하는 기법은 xi와 같은 제한 사항들을 갖는다. 테스크 수행에 필요한 비용을 제한한 모든 비용은 무시하고, 주기 테스크의 주기는 상수가며, 수행 중 인터럽트는 없고 마감시간은 주기보다 크거나 같다고 가정한다.

이런 조건은 본 논문에서 제한하고 있는 확장된 스키줄 가능 성 검사 기법을 나타내고 있다. 먼저, 임의의 시간대 주기에 테스크 \( T_j \)가 도착하면 \( T_j \)과 동시에 스키줄링이 되어야 할 이전 테스크들 \( T_i \)의 CPU 종 이용률 \( U \)을 구한다. 계산된 \( U \)가 1보다 큰 경우 \( T_j \)을 포함한 모든 테스크들의 \( U \)가 100\%를 넘는다는 것을 의미하므로 \( T_j \)는 스키줄링 불가능하다 는 것을 알 수 있다.

주기 테스크 \( T_n \) 도착, \( (n > 1) \)

\[
U = \sum_{i=1}^{n} \frac{C_i}{T_i} \quad */ 이용률(Utilization) 계산*/
\]

\[
if(U \leq 1) \{
if(U \leq n(2^a - 1)) \{
RM 정책 스케줄링
else \{
가능성 검사 대상 테스크들의 주기 값의 L.C.M 계산 /*공통 반복 주기*/
T = (U x L.C.M) / 100 /*할당 가능한 총시간*/
while(T){
EDF 정책을 이용한 테스크 선택
if(테스크 선택 불가능)
스케줄 불가능, 보류
T = 선택된 테스크의 수행 가능 시간량 /* 선택된 테스크의 수행 가능 시간량 과 테스크 반호들 Waiting에 가장 */
}
else(
스케줄 가능, 보류
}
}
그림 1. 제한된 스키줄 가능성 검사 기법

그러나 \( U \)가 식 (2)를 만족할 경우 완벽하게 RM 정책으로 스키줄링 가능하다는 것을 의미한다. 따라서 \( U \)가 1보다 작고 식 (2)를 만족하지 않는 경우 즉, RM 정책으로는 마감 시간을 보장 받지 못하는 경우이다. 본 논문에서는 이러한 경우를 위해 스키줄 가능성 검사 기법을 확립한다. 먼저 이와 같은 경우에는 RM 정책으로는 마감시간을 보장 받을 수 없지만 \( U \)가 1보다 작기 때문에 EDF 정책을 이용하면 보장 가능성이 커질 수 있다.

따라서 EDF 정책을 이용하여 마감시간을 보장할 수 있는 수행범위와 수행가능 시간량을 계산한다. 그러나 EDF 정책이 실패하는 경우에 스키줄 불가능하게 된다. 계산된 시간 \( U \)은 실제 L.C.M까지의 실제 시간량으로 바꾸고 새로운 테스크와 시간차량의 짧은 테임에 유지 하면서 나머지 시간량이 0이 될 때까지 반복한다. 탐색이 끝나면 각 테스크들의 L.C.M을 공통주기로 하여 반복할 수 있는 마감시간 보장 수
행 패턴이 태블론에 저장된다[6].

이렇게 생성된 패턴을 우선순위로 그대로 적용하여 순차적으로 계산된 시간만큼의 실행된 후, 태블론에서 참조되고 있는 다음 테스크가 자동으로 선택되어 실행된다. 패턴 생성 후 공통 주기에서 실행하면 그 다음 공통 주기내에서 패턴을 그대로 사용할 수 있기 때문에 다른 테스크가 도착하지 않으면 이 이상의 스케줄링 오버헤드는 없다.

그림 2. 생성된 패턴의 반복

<그림 2>는 L.C.M을 주기로 패턴이 반복될 것으로 보아진다. Task 1, 2, 3의 주기와 수행시간은 각각 (50, 25), (75, 30), (150, 5)이다. 이들 3개의 수행시간과 L.C.M은 (150)으로 계산된다. 이들 3개의 수행시간의 총 합은 (150 + 75 + 150) = 375이므로, 3개의 수행시간의 총 합이 L.C.M을 만족한다.

4. 평가

<그림 2>의 빗장 틀 부분은 본 논문에서 제안하고 있는 기법이 적용되는 범위를 나타내고 있다. (식 (2))

그림 3. 제안된 기법의 적용 범위

<그림 3>는 주어진 주기와 수행시간에 따른 테스크들의 스케줄 가능여부를 보여준다.

그림 4. RM 정책 결과

<그림 4>에서 테스크 1, 2, 3은 식 (2)에 의해 마감시간을 보장 받는다. (U = 75%) 그러나 테스크 4가 추가된 경우 보장 받지 못한다. (U = 85%) 따라서 RM 정책 적용 시 <그림 4>의 결과와 같이 실패한다. 마감시간을 보장 받지 못한 경우 제안한 기법에서는 EDF 정책을 적용하여 <그림 5>과 같이 각 테스크들의 마감시간을 보장 할 수 있다. <그림 2>의 경우처럼, 생성된 수행 패턴은 각 테스크 주기를 L.C.M을 공통 주기로 반복 되며, 이는 생성된 패턴을 참조하여 수행 하므로 실시간 스케줄링 오버헤드가 없다.

5. 결론 및 향후 연구 제안

본 논문에서는 RM 정책을 기반으로 하는 임의 우선순위 할당 알고리즘에, 좀 더 정확하고 효율적인 스케줄을 하기 위해 확장된 스케줄 가능성 검사 기법을 제안 하였다. RM 정책으로 마감시간을 보장 할 수 없는 테스크들을 위해 미리 수행 패턴을 생성함으로써 임의 우선순위 알고리즘의 정확성과 신속성을 유지하면서 동시에 임의 우선순위 알고리즘의 높은 이용률을 얻을 수 있다. 그러나 실험적 제한에 가까이 훼손된 실질적인 결과를 얻을 수 있다. 각 테스크의 주기를 L.C.M 값을 이용하여 공통 주기를 찾아 반복 패턴을 찾으면서 스케줄링 오버헤드를 줄이고 이 값이 작 은수록 최적이라 할 수 있다. 하지만 값이 커질수록 추가 오버헤드가 늘어난다. 따라서 실제 에를 가진 시스템을 위한 실험적인 논문이 더 필요할 것으로 생각된다. 또한 다양한 실험 환경에서의 성능평가 또한 이루어져야 할 것이다.
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