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Abstract

Matrix multiplication is an important problem in linear algebra, its main significance for combinatorial algorithms is its equivalence to a variety of other problems [8]. Matrix multiplication is also essential in applied fields, such as computer graphics and digital signal processing (DSP)[9]. DSP chips are found in devices such as mobile phones, multimedia computers, video recorders, hard disk drive controllers, digital cameras, and modern, as matrix operations are the processes by which DSP chips are able to digitize sounds or images so that they can be stored or transmitted electronically.

The fast matrix multiplication algorithm is still an open problem but the more common area of development is the implementation of existing algorithms rather than the design of new algorithms as shown in [6]. Matrix multiplication is the core of many scientific applications. Some algorithms substitute multiplications by additions and thus reduce the number of multiplications computed as discussed in [1][2][3][5].

Strassen and Winograd are such algorithms that are best suited for a practical implementation. In the case of multiplying two 2x2 matrices, Strassen's algorithm is an improvement over the naive algorithm. It uses only seven scalar multiplications as opposed to the usual eight. Even though it has been shown that Strassen's algorithm is optimal for two-by-two matrices[10], there have been asymptotic improvements to the algorithm for very large matrices.

Thus, the search for improvements over Strassen's algorithm for smaller matrices is still being conducted. Even Strassen's algorithm is not considered an efficient reduction as it requires the size of the multiplicant matrices to be large powers of two.

1. Introduction

Matrix multiplication is an important problem in linear algebra, its main significance for combinatorial algorithms is its equivalence to a variety of other problems [8]. Matrix multiplication is also essential in applied fields, such as computer graphics and digital signal processing (DSP)[9]. DSP chips are found in devices such as mobile phones, multimedia computers, video recorders, hard disk drive controllers, digital cameras, and modern, as matrix operations are the processes by which DSP chips are able to digitize sounds or images so that they can be stored or transmitted electronically.

The fast matrix multiplication algorithm is still an open problem but the more common area of development is the implementation of existing algorithms rather than the design of new algorithms as shown in [6]. Matrix multiplication is the core of many scientific applications. Some algorithms substitute multiplications by additions and thus reduce the number of multiplications computed as discussed in [1][2][3][5].

Strassen and Winograd are such algorithms that are best suited for a practical implementation. In the case of multiplying two 2x2 matrices, Strassen's algorithm is an improvement over the naive algorithm. It uses only seven scalar multiplications as opposed to the usual eight. Even though it has been shown that Strassen's algorithm is optimal for two-by-two matrices[10], there have been asymptotic improvements to the algorithm for very large matrices.

Thus, the search for improvements over Strassen's algorithm for smaller matrices is still being conducted. Even Strassen's algorithm is not considered an efficient reduction as it requires the size of the multiplicant matrices to be large powers of two.

2. Related Study

This section presents the naive, Winograd's, and Strassen's algorithms along with discussions of the theoretical bounds for each algorithm. Then, we present a confirmation of the theoretical study on the running times of the algorithms, followed by the results of an empirical study. We present an improved Hybrid algorithm, which incorporates Strassen's asymptotical advantage with Winograd's practical performance. Then, we present the optimum threshold value that can be used when using Strassen's algorithm on a single node through experiments and provided a summary shown in a table and graphs.

2.1. Naive Algorithm

The naive algorithm is solely based on the familiar mathematical definition for the multiplication of two matrices as shown in Equation (1). To compute each entry in the final n*n matrix, we need exactly n multiplications and n - 1 additions. By counting the number of multiplications and additions in this code segment it is clear that this standard code the total number of multiplications is $n^3$, and the total number of additions is $(n - 1) \cdot n = n^2 - n$. Thus, we classify the naive algorithm as an $O(n^3)$ algorithm, because its running time increases as the cube of the given parameter n, so doubling the size of n will increase the number of multiplications eight-fold. While the algorithm performs $n^3$ scalar multiplications, the input itself is on the order of $n^2$. So, the naive algorithm has an almost linear running time with the size of the input.

2.2. Winograd's Algorithm

Winograd's algorithm trades multiplications for additions as described in [1], much like Strassen's method. Nevertheless, it is asymptotically the same as the naive algorithm. Winograd's algorithm uses pairwise multiplication of couples of entries instead of multiplying individual numbers as in the naive algorithm, and then subtracts the accumulated error. Winograd's algorithm is defined as shown in Equations (2), (3), and (4) as demonstrated in [1]. Since $A_i$ and $B_j$ are pre-computed only once for each row and column, they require only $n^2$ scalar multiplications. The final summation does require $O(n^2)$ multiplications, but only half of those in the naive algorithm. Thus, the total number of scalar multiplications has been reduced to $\frac{1}{2} n^2 + n^2$. However, the number of additions has been increased by $\frac{1}{2} n^2$. Winograd's algorithm is theoretically faster than the naive algorithm, computers add faster than they multiply, while the total number of operations remains almost unchanged.
2.3. Strassen's Algorithm

Strassen used the Divide-and-Conquer Technique. The idea behind this technique was apparently named for a military maneuver.[7] The division into several parts and solving each part is the divide, while the combining of the individual solutions into a global solution is the conquer phase. Strassen devised a clever method of dividing the given matrices into four sub-matrices and then recursively multiplying them to obtain the resultant matrix. First, the two matrices are divided into four quadrants, or submatrices, of size \( n/2 \) by \( n/2 \). Strassen's method uses only seven multiplications and eighteen additions for each recursive call in order to compute the final matrix product. It is relatively simple to show that the number of multiplications for an \( n \times n \) matrix is \( O(n^3) \), and the number of additions is \( 6n^2 + 8n \).

<table>
<thead>
<tr>
<th>Operation</th>
<th>Naïve</th>
<th>Winograd</th>
<th>Strassen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add/Sub</td>
<td>( n^3 - n^2 )</td>
<td>( 3/2 n^2 )</td>
<td>( 6n^2 - 6n^2 )</td>
</tr>
<tr>
<td>Multiplication</td>
<td>( n^3 )</td>
<td>( 1/2 n^2 )</td>
<td>( n^{2.81} )</td>
</tr>
</tbody>
</table>

Figure 1. Summary of the operations of the three classical algorithms.

3. Empirical Study

The theoretical results were consistent with the asymptotic models of the algorithms. The naïve algorithm always had the lowest number of scalar additions with the largest number of scalar multiplications. Figure 2 and Figure 3 compare the three algorithms in terms of the number of additions and the number of multiplications as a function of the matrix parameter \( n \). Figure 2 shows the comparison of the number of arithmetic operations done by the three matrix multiplication methods given \( n \times n \) matrices. For large \( n \), Strassen's algorithm does fewer multiplications and fewer additions and subtractions than either of the other methods as seen in Figure 2 and Figure 3. In practice, however, because of its recursive nature, implementing this algorithm requires a lot of bookkeeping that might be slow and is complicated [1]. Both naïve and Winograd's algorithms were implemented very easily. The empirical tests concur with the theoretical derivations made earlier. Both algorithms appear to run as the cube of \( n \), but Winograd's algorithm is faster by a constant because of the tradeoff between additions and multiplications. Figure 7 illustrates the comparative runtimes of the \( O(n^3) \) algorithms.

Since, Strassen's algorithm is based on recursion, it presented problems. Despite its lower theoretical run-time complexity of \( O(n^{2.807}) \), it still took three times longer to execute than the \( O(n^3) \) algorithms. This is a result of the large number of stack operations caused by the extensive recursion of Strassen's algorithm, which requires large addressing headers in order to contain all four sub-matrix pointers.

For the purpose of these performance comparisons, we conducted tests primarily on a personal desktop computer-Intel Pentium 4 CPU 2.40 GHz with 1.25 GB of RAM. Figure 5 presents the running times in seconds of the algorithms as a function of the matrix parameter \( n \). The polynomial behavior of the algorithms is clearly shown here. We should also take note that these specific run-time approximations depend on the processor speed.

4. Hybrid Algorithm

Due to the large number of recursive calls, Strassen's algorithm performs more slowly than expected in the empirical tests mainly which theoretically should not take up too much time, but in fact account for most of the running time as seen on Figure 7. Since Strassen's algorithm is based on a \( 2 \times 2 \) matrix multiplication, the bookkeeping after each recursion makes the algorithm very slow. In view to this problem, we proposed a Hybrid algorithm in the search for a more efficient matrix multiplication, which uses the Strassen's method until a predetermined cutoff size of the seven sub-matrices, after which Winograd's algorithm takes over. For matrices of smaller sizes, for instance when matrix size \( n \) is less than 16, has no significant difference in cost between multiplications and additions of submatrices. Instead, naïve algorithm is likely to outperform both Winograd's and Strassen's algorithm. The most intuitive hybrid algorithm to take advantage of this is a Strassen variant where at certain level the recursion is stopped and a simpler but faster matrix multiplication algorithm is called instead. In this paper, Winograd's algorithm is considered to be simpler algorithm. The main parameter to be investigated in this case is the breakpoint or threshold size. Other computationally intensive tasks such as sorting also use this kind of optimization. The theoretically faster quick-sort algorithm.
performs better when the recursion is stopped and the slower but simpler insertion sort is used to complete the sorting. Likewise, we reduce the number of recursive calls exponentially while still taking advantage of Strassen’s reduced number of multiplications in this hybrid algorithm.

Figure 6 shows the pseudo code of the hybrid algorithm. The outline of the code is similar to Strassen’s algorithm but the proposed hybrid switches to Winograd’s algorithm at a given threshold. The critical level of recursion before switching to Winograd is related to the Hybrid algorithm’s performance. It depends primarily on the starting value for \( n \). It has been found that a larger \( n \) would yield a more significant speedup to the matrix multiplication. The empirical tests of the implementation show that the resultant Winograd-Strassen hybrid algorithm performs significantly better than both of its predecessors. Although theoretically, the Hybrid algorithm performs almost \( O(n^\log_27) \) multiplications which is reduced by the use of Strassen’s algorithm, with a smaller scaling constant which is due to the use of Winograd’s algorithm, it is empirically faster than the original Winograd’s algorithm by small percentage.

5. Optimum Threshold

Divide-and-conquer algorithms are naturally implemented as recursive procedures. In that case, the partial sub-problems leading to the one currently being solved are implicitly stored in the procedure call stack. Due to the large number of recursive calls, Strassen’s algorithm performs more slowly than expected. Technically speaking, C++ (which was used for the implementation) arranges the memory spaces needed for each function call in a stack. The memory area for each new call is placed on the top of the stack, and then taken off again when the execution of the call is completed. At a certain level the recursion can be stopped and a simpler but faster algorithm is called. The main parameter to be investigated in this case is the breakpoint or threshold size. Other computationally intensive tasks such as sorting also use this kind of optimization. In this study, we tried to identify the optimum threshold in using Strassen’s algorithm based on our observation from the results. We restrict our attention here to square matrices whose dimension is a power of two. The determinations of the optimum threshold are presented through a table and graphs. Along with the experiment, we used two separate nodes for comparison purposes. System A is using Pentium 4 CPU 3.00 GHz with 512 Gb RAM while System B is using Xeon™ CPU 3.00 GHz with 2.0 Gb RAM. Figure 7 and Figure 8 show that the nearer the points to zero second the more optimal it is when implementing Strassen’s algorithm in matrix multiplication. As it is observed from the graphs, the algorithm is optimal when the threshold is \( 2^{12} \) and \( 2^{24} \). Figure 10 shows the detailed execution time consumed by the given matrix sizes. Though our experiment shows these results, the values might vary in a small percentage if implemented to a different kind of system. Our Hybrid algorithm can perform well if the optimum threshold value will be used in the given matrix sizes.

6. Conclusion

The result of the study leads to conclude that our Hybrid algorithm is more efficient compared to the three classical algorithms in terms of matrix multiplication. We found out that Strassen’s algorithm can still be optimized in large matrix-matrix multiplication with a size of \( n \times n \) by declaring a larger parameter for the threshold before switching to a simpler matrix multiplication algorithm. Though many studies are going on the search for faster algorithm on clusters of workstations, we can conclude that matrix multiplication on square matrices is improved by using our hybrid approach in a single node. Due to large demand of matrix multiplication in our daily life, it will be beneficial for us to use and improve the implemented hybrid Winograd-Strassen algorithm. In view of the fact that iterative solution on linear systems needs a lot of matrix multiplication, hybrid algorithm can be applied to it.
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Figure 7. Comparison of System A and System B using Strassen Algorithm in small sized matrix

Figure 8. Comparison of System A and System B using Strassen Algorithm in larger matrix size.