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ABSTRACT

In this paper, we propose a novel post processing method of deconvolution for SAR images based on phase extension inverse filtering, which improves spatial resolution as well as effectively eliminates sidelobes with low computational complexity. It extends the bandwidth only to control the magnitude of the processed SAR data without distortions of the phase in frequency domain unlike the other techniques such as spatially variant apodization (SVA), and other deconvolution techniques. We compare the image processed by the proposed method with images processed by uniform weighting function, Hamming weighting function whose coefficient is 0.75, and SVA limit, we present phase extension inverse filtering as a deconvolution of SAR imagery. This method improves spatial resolutions as well as effectively eliminates side-lobes with low computational complexity.

The rest of this paper is organized as follows. Section 2 reviews the conventional matched filter approach. In Section 3, we formulate phase extension inverse filtering method. Section 4 presents a simulated SAR image processed by the proposed method comparing them with the images processed by other techniques. Finally, Section 5 presents a summary and conclusions.

2. CHARACTERISTICS OF MATCHED FILTERING IN SAR IMAGING

For simplicity, consider the one-dimensional geometry shown in Fig. 1. An antenna located at the origin illuminates point-like scatter centered at \( x = R \), having reflectivity \( q(x) = m(x) \exp[j \psi(x)] \). Let the transmitted signal, \( \tilde{s}(t) \) be a linear FM pulse of duration \( T_p \) and bandwidth \( B = K T_p \).

![Fig. 1. Simplified SAR geometry](image)

\[
\tilde{s}(t) = \exp[j 2\pi f_d t + Kt^2/2] \quad |t| < T_p
\]

where

\[
s(t) = \exp[j \pi K t^2] \quad |t| < T_p
\]
In the band, for large $B\tau_p$, the approximation for $S(f)$, the spectrum of $s(t)$, results:

$$S(f) = |K|^{-1} \exp\left\{ \frac{1}{2} \tau_p \sin(K) \right\} \exp\left\{ -j\frac{f^2}{K} \right\}$$

where $|f| < B/2$.  

(3)

Fig. 2 shows the FFT of $s(t)$, where the parameters of linear FM pulse are set as $\tau_p = 32\mu$ sec, $B = 15.5$ MHz, $B\tau_p \approx 500$ and the sampling frequency, $f_s$, is $18.96$ MHz.

Consider the case of a deterministic "point" radar reflector, i.e. $q(x) = \delta(R)$, in a zero clutter background with zero receiver noise. Then received signal is given by

$$r(t) = \tilde{s}(t - 2R/c).$$

(4)

An estimate of the reflectivity can be obtained by processing $r(t)$ with a matched filter whose impulse response is $p(t) = \tilde{s}^*(-t)$. Therefore, the demodulated estimate of the reflectivity can be expressed in frequency domain as

$$H(f) = [\tilde{s}'(f)p(f)] \otimes \delta(f - f_s)$$

$$= S(f)\exp[-j2\pi f_s R/c]$$

(5)

$$= |S(f)|^2 \exp[-j2\pi f_s R/c].$$

If $|S(f)|^2$ is rectangular, as is the case in particular for $s(t)$ a linear FM pulse with $B\tau_p > 100$, then $H(f)$ is supposed to have a rectangular amplitude spectrum with bandwidth $B$. So, the impulse response of $h(t)$ can be expressed as approximation Eq. (6).

$$h(t) = \exp[-j2\pi f_s R/c] \sin(u)$$

$$u = \pi \tau_p (t - 2R/c)$$

(6)

from the approximation, $s(t) \otimes s^*(-t) = \sin(u)$. Fig. 3 shows the sinc-like magnitude of impulse response, $h(t)$, for point target without background noise, which is normalized. Fig. 4 shows the frequency transfer function, $H(f)$, for Fig. 3.
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3. PHASE EXTENSION DECONVOLUTION FORMULATION

With the impulse response, traditional inverse filtering expressed in (8) has a problem in extending the bandwidth of SAR data to enhance a spatial resolution, and SVA [7] can
extend the bandwidth, but phase distortions occur as results of extending the bandwidth.

\[
\hat{X}(u,v) = \begin{cases} 
\frac{\bar{X}(u,v)}{H(u,v)} & \text{where } |H(u,v)| > T \\
0, & \text{elsewhere}
\end{cases}
\]  

(8)

Here we can divide the frequency domain of \(|H(u,v)|\) according to a threshold value (T) chosen as in Fig. 3. The domain 1 in Fig. 5 represents the frequency domain of original band-limited signal, which determines the spatial resolution of SAR image. To enhance the spatial resolution, we can extend the frequency domain greater than the original band-limited signal. Domain 2 represents the extended bandwidth.

![Fig. 5. Division of domain in \(|H(u,v)|\)](image)

According to the domains in Fig. 5, phase extension inverse filtering is formulated as follows:

\[
\hat{X}(u,v) = \begin{cases} 
\frac{\bar{X}(u,v)}{|H(u,v)|} & \text{if } |H(u,v)| > T \\
\frac{\bar{X}(u,v)}{\sigma} & \text{if } |H(u,v)| < T, |\bar{X}(u,v)| > \sigma \\
0, & \text{elsewhere}
\end{cases}
\]  

(9)

where \(\eta\) is a system parameter which controls the magnitude of the processed SAR data \(\bar{X}(u,v)\) in the extended band, \(\sigma\) is a control parameter for computational precision, and \(C\) is the square root of signal energy which is defined by

\[
C = \sqrt{\sum_{i=0}^{M-1} \sum_{j=0}^{N-1} |\delta(i,j)|^2}
\]  

(10)

where \(M, N\) represent the image sizes of each direction of azimuth and range in spatial domain. Note that if the variance of the noise \(\eta(i,j)\) added to the received SAR raw data increases, the value of \(C\) expressed in (10) also increases. So, we, have to control the magnitude in the extended band with the system parameter \(\eta\) to prevent the effect of the added noise from being larger than that of the desired signal of reflectivity.

The value of \(\eta\) is set to be inversely proportional to the variance of the added noise. The relation between \(\eta\) and the noise can be expressed as

\[
\eta = \frac{K}{\text{var}(\eta(i,j))}
\]  

(11)

where \(K\) is an inverse ratio which is chosen empirically.

As indicated in (5), the phase extension inverse filtering extends the bandwidth only to control the magnitude of the processed SAR data \(\bar{X}(u,v)\) without affecting the phase of that. Since the phase distortions in the frequency domain correspond to displacements in the spatial domain, they may degrade the spatial resolutions. However, phase extension inverse filtering retains the phase of the processed SAR data and expands the bandwidth with only controlling the magnitude, it does not cause phase distortions. In domain 1, we control the magnitude as a concept of ideal filtering. In domain 2, we adjust the power level to improve the spatial resolutions.

In Section 4, we verify the performance of the phase extension inverse filtering method through simulation.

4. SIMULATION

In order to verify the performance of the proposed method, simulation of the ERS-1 mission whose general parameters are given in Table 1 was carried out.

\begin{tabular}{|c|c|}
\hline
Orbital altitude & 785 (km) \\
\hline
Look angle & 20.3 (degrees) \\
\hline
Incidence angle & 23.0 (degrees) \\
\hline
Azimuth antenna dimension & 10 (m) \\
\hline
Range antenna dimension & 1 (m) \\
\hline
Frequency & 5.3 (GHz) \\
\hline
Chirp bandwidth & 15.5 (MHz) \\
\hline
A/D sampling rate & 18.96 (Msamples/sec) \\
\hline
Pulse Repetition Frequency (PRF) & 1680 (Hz) \\
\hline
Pulse duration & 37.1 (\mu s) \\
\hline
Azimuth image pixel spacing & 3.981 (m) \\
\hline
Range image pixel spacing & 7.904 (m) \\
\hline
\end{tabular}

Table 1. ERS parameters used in the simulation runs

Fig. 6 (a) is a reflectivity map used in the simulation, and all magnitudes of 77 targets in Fig. 6 (a) are set as 1. Fig. 6 (b) is the received raw data which is corrupted by additive white Gaussian noise with variance 0.25. Each image displayed in this paper is scaled to make its maximum 255. To analyze the effect of the additive noise in the receiver, the mean power of the raw data without noise is calculated by

\[
e_i = \sum_{\lambda_p} \sum_{\delta(i,j)} E\{\delta(i,j)\}
\]  

(12)

where \(\lambda_p\) represents a area in which the signal returned by targets exists. And receiver noise power is calculated by
\[ e_n = \sum \sum E \left[ |n(i, j)|^2 \right], \]  

where \( A_n \) is a region in which noise affects the return signal, and we set \( A_n = A_j \). Now, we define the signal-to-noise ratio (SNR) of the raw data as follows.

\[ SNR_{raw} = 20 \log_{10} \frac{E_n}{e_n} \ (dB). \]

So, the \( SNR_{raw} \) of the raw data used in the simulation is 18.84 dB. Fig. 7 compares the image processed by the proposed method with images processed by uniform weighting function, Hamming weighting function whose coefficient is 0.75, and SVA. In Fig. 7 (d), the parameters of the proposed filter in (9) are set such as the threshold \( T \) is 0.1, the system parameter \( \eta \) is 0.8, and the control parameter \( \sigma \) is 0.000001.

Note that the phase extension inverse filtering improves spatial resolution as well as effectively eliminates side lobes more than other techniques. Also note that the computational complexity of the proposed method is low because it needs only the scaling of magnitude in the frequency domain and no iterations.

5. SUMMARY AND CONCLUSIONS

The phase extension inverse filtering is introduced which improves spatial resolution as well as effectively eliminates side lobes with low computational complexity. It extends the bandwidth only to control the magnitude of the processed SAR data without distortions of the phase information in frequency domain.

The performance of the proposed method is verified through the simulation in Section 4. Note that applying it to the real SAR image with refined Doppler parameters, Doppler centroid and Doppler frequency rate, will be a subject of future works.
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