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Abstract - 인터넷은 정보의 바다로 표현할 만큼 방대하며, 이러한 널지는 정보 속에서 사용자에게 필요한 정보를 추출하여 사용자의 효율성과 만족도를 높이는 것이 개인화 정책이고, 결과적으로 전자상거래 사이트에서의 판매의 증가를 이끌기 위해 필요한 것이다. 따라서 개인의 특성에 맞춘 개인화 서비스가 현재의 인터넷에서 제공하는 효율성을 높여올 수 있는 새로운 해결책으로 주목받고 있다.

본 논문에서는 기존의 협력 필터링(Collaborative filtering) 방법을 개선하여 사용자의 선호도(preference)를 결정하고, 이를 토대로 맞춤 아이템 추천 서비스를 사용자에게 제공하는 해쉬태이블 기반 협력 필터링 에이전트(Hash Table based Collaborative Filtering Agent)를 제안하고자 한다. 이를 통하여 기존의 사용자 또는 처음 방문한 사용자에게도 서비스를 부여함에 만족도와 효율성을 높이도록 하는 것이 목표이다.

1. 서론

인터넷은 정보의 바다로 표현할 만큼 방대하며, 이러한 널지는 정보 속에서 사용자들의 만족도를 높이기 위해 필요한 것이 바로 개인화 정책이다. 따라서 개인의 특성에 맞춘 개인화 서비스가 현재의 인터넷에서 제공하는 효율성을 높여올 수 있는 새로운 해결책으로 주목받고 있다.

개인화를 위해서는 인터넷의 방대한 정보 속에서 사용자에게 필요한 정보를 추출하고, 이를 위한 필터링 작업이 필요하다. 정보의 필터링을 위해서는 정보 사용자에 의해 필터링을 수행한다. 본 논문에서는 필터링에 에이전트 개념을 도입하여 사용자로부터의 피드백(FeedBack)과 사용자의 선호도(preference)를 얻고 이를 합성하여 사용자의 프로파일을 정교하게 만들게 한다. 이러한 개인화를 효과적으로 제공하기 위해 본 논문에서는 협력필터링(collaborative filtering) 방법을 이용하였다[1]. 즉, 협력적인 필터링 에이전트를 통해 사용자 개인의 정보를 분석한다. 협력적인 필터링을 사용하는 이유는 다음과 같다.

· Autonomy
· Sociability
· Responsiveness
· Proactivity

기존의 협력 필터링 에이전트에서는 사용자가 자발적으로 아이템에 대해 사용자의 선호도를 제공하여 사용자의 프로파일을 좀 더 정교하게 만들어 필터링의 정확성을 높이는데, 그러한 사용자의 프로파일을 기반으로 정보를 수집하여 협력 필터링을 하도록 한다. 즉, E-Commerce에서 사용자가 아이템들의 일부에 등급(score)을 매겨주며, 그 등급과 기존의 사용자들의 등급을 매긴 기록을 기반으로 사용자가 등급을 매기지 않은 나머지 아이템들을 등급을 예측하게 된다.

협력 필터링 알고리즘과 사용자 기반 협력 필터링 알고리즘은 추천 에이전트 시스템에서 가장 많이 사용되는 기법으로서 Amazone.com, CDNow 등 상업적으로 성공을 거두고 있는 여러 전자상거래 사이트에서 적용하고 있다[2]. 하지만 사용자 기반 협력 필터링 알고리즘은 높은 전산시간을 갖는 단점이 있다. 따라서 본 논문에서는 실시간으로 빠르게 처리하기 어렵다[3]. 이에 기존 알고리즘의 단점을 해결하여 정확성과 빠른 속도를 제공할 수 있는 협력 필터링 에이전트를 설계하는 것이 필요하다.

따라서 본 논문에서는 기존의 사용자 기반 협력 필터링 알고리즘의 성능을 개선하기 위해 해쉬태이블 기반 협력 필터링 에이전트를 제안한다. 해쉬태이블 기반 협력 필터링 에이전트는 기존의 협력 필터링 알고리즘에서 데이터를 필터링 하는 과정을 해쉬로 모듈화 하였다. 기존의 사용자 기반 협력 필터링 알고리즘에 해시의 장점을 도입하여 해쉬를 사용함으로서 데이터의 검색 시간을 보장하고, 공간, 계산 시간을 효율적으로 감소시킬 수 있도록 하였다.

본 논문의 구성은 다음과 같다. 2장에서는 기존의 개인화를 위한 다른 방법들을 설명할 것이다. 3장에서는 본 논문에서 제안하는 해쉬태이블 기반 협력 필터링 에이전트에 대해 설명하고, 4장에서는 결론과 향후연구과제에 대해 논의 할 것이다.

2. 관련 연구

개인화의 방법으로는 규칙기반 필터링(Rules-based filtering), 학습 에이전트(Learning Agent), 협력 필터링(Collaborative filtering)의 방법이 있다. 여기에서는 본 논문에서 제안하는 협력필터링에 의한 다른 개인화 정책을 주를 위한 기존의 다른 필터링 방법에 대해 설명하였다.

2.1 규칙 기반(Rule-based) 필터링

규칙기반 필터링은 사용자들에게 맞는 질문들로 수록한 질문들에게 맞는 질문들에게 적합한 내용들을 전달하는 것이다. 사용자들간의 선택에 의해 내용 전달이라는 측면에서 보면 사용자들이 팀에서 제공하는 내용들을 편집하
여 자신의 웹 페이지를 구성할 수 있도록 만들어주는 웹 고객화(Customization)와 차이가 없는 것처럼 보인다. 그러나 규칙적인 웹페이지에서 제공하는 질문은 사용자가 자신의 선택을 통해 내용을 스스로 구성하게 하기 위한 목적에서 아라마다 질문을 통해 사용자들을 구분하고 개개인을 구별하기 위한 목적으로 사용된다는데 점에서 고객화 또는 큰 차이가 있다. 사용자들을 구분하기 위해 사용되는 질문은 매우 다양한 형태를 가지다. 가령 사용자의 우편번호를 물어보고 사용자의 거주지를 구분할 수 있고 인적사항 정보와 어떤 사람들이 네트워크 등의 정보를 물어보고 그 정보들에 따라 사용자들을 구분할 수 있다[2].

2.2 학습 에이전트(Learning Agent)

학습 에이전트(Learning Agent)는 사용자의 웹 상에서의 행동을 관찰하고 사용자가 어떤 내용에 관심을 가지고 있는지 판단하여 사용자에게 알맞은 내용을 제공하도록 하는 것이다. 사용자의 웹 내에서의 행동 중에서 중요하게 사용되는 것은 특정한 페이지를 보는 시간, 인쇄한 페이지, 전자 상거래 사이트의 경우에는 구매한 상품과 쇼핑 카트에 넣은 상품 등을 들 수 있으며 이러한 사용자의 행동을 관찰하기 전에 선택해야 할 것은 웹 페이지의 내용들에 대한 정보가 일정한 기준에 따라 분류되어 있어야 한다는 것이다. 즉 사용자에게 제공될 자료들에 대한 정보(meta-data)가 제공될 내용과 함께 데이터베이스화 되어 있어야 한다는 것이다. 구축된 내용 데이터베이스와 관찰된 사용자의 웹 사용 습관에 따라 데이터마이닝의 과정을 거쳐 사용자의 성향과 관심을 결정하고 사용자에게 알맞은 내용을 제공한다. 이러한 과정은 시스템의 사용자의 행동을 바탕으로 사용자의 성향을 학습하는 점에서 학습 에이전트라고 불리고 있다[2].

3. 해쉬테이블 기반 협력 필터링 에이전트의 구현

본 논문에서는 해쉬테이블기반 협력 필터링 에이전트를 제안하였다. 해쉬테이블 기반 협력 필터링 에이전트는 기존의 협력 필터링 알고리즘에서 데이터를 필터링하는 과정에 해시 알고리즘을 추가하였다. 따라서 기존의 사용자 기반 협력 필터링 에이전트와는 해시의 작용을 도입하여 해시를 사용함으로써 데이터의 검색 시간을 보장하고, 전체 계산 시간을 효율적으로 감소시킬 수 있도록 하였다. 전체적인 해쉬테이블 기반 협력필터링 에이전트의 과정은 우선 새로운 사용자가 전자상거래 사이트를 방문하여 관심 있는 아이템에 선호도를 표시하고 그것을 서버에서 받아 데이터베이스에 저장하고, 이렇게 데이터베이스에 기록된 내용을 기반으로 먼저 데이터의 정제과정을 거치고, 필터링 과정은 각 측정 결과를 다시 데이터베이스에 저장하여 사용자에게 추천할 수 있도록 하는 것이다. 이와 같은 내용은 오른쪽의 [그림1]과 같이 통합되어 해쉬테이블 기반 협력필터링 에이전트를 구성한다.

3.1 협력 필터링 알고리즘

사용자 프로파일은 사용자로부터 직접 피드백과 사용자의 관심도를 측정하고 이를 학습하여 사용자 프로파일을 더욱 정교하게 만들 수 있게 된다. 그러나 사용자 프로파일이 사용자에 대해 개인화 되어 있지 않다면 단순한 cognitive 필터링에 의존할 수 밖에 없다. 따라서 이러한 사용자 프로파일을 기반으로 정보를 공유한다면 이러한 문제가 어느 정도 해결될 수 있을 것이다[1]. 이렇게 협력 필터링은 사용자가 자발적으로 제공한 정보를 사용하여 사용자별 정보를 비슷한 사용자들에 대한 정적(aggregate)을 추출하고, 그 결과 기존의 사용자들의 등급에 대한 기준들을 기반으로 사용자별 등급을 매기지 않은 사용자들의 등급을 예측하는 것이다.

3.2 상관 관계

상관분석(Correlation Analysis)이란 두 변수간에 얼마나 밀접한 관계를 가지고 있는지 통계적 방법으로 두 변인간의 상호관련성을 측정하는 통계적 방법이다. 구축변수 X의 평균을 ו 로 하면, X의 분포가 중심위치의 축도인 ו로부터 범위의 정도를 나타내는 값으로서 이를 확률변수 X의 표준편차(standard deviation)이라 부른다. 또한, 공분산은 확률변수 X의 증가에 따른 확률변수 Y의 증가의 경향에 대해 측정한 것으로 공분산 값이 양수이면 두 변수는 같은 방향으로 움직이고, 공분산 값이 음수이면 두 변수는 반대 방향으로 움직이고 있을음을 나타낸다. 만약 공분산 값이 0이라면 두 변수간에는 아무런 상관관계가 없으며 두 변수관계가 독립적이라는 뜻이다[6]. 따라서 상관 계수를 구하는 식은 분산을 두 변인간의 공분산이 아닌 두 변인의 표준편차의 곱인, 즉 상관계수는 공분산을 두 변인의 표준편차로 나눈 표준화된 공분산을 의미한다.

아이템의 등급을 예측하기 위해서는 Correlation Coefficient를 사용한다. 이 값은 1과 -1 사이의 값을 가질 수 있는데 Pearson correlation은 다음과 같이 구해 계산한다[4].
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\[ W_{a,u} = \sum_{i \in \mathcal{U}} \frac{(r_{ai} - \bar{r}_a)(r_{ui} - \bar{r}_u)}{\sigma_a \sigma_u} \] (1)

위의 식에서 표현된 각 표기는 다음의 [표 1] 같다.

<table>
<thead>
<tr>
<th>U</th>
<th>Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Items</td>
</tr>
<tr>
<td>R</td>
<td>matrix with element ( r_{ai} )</td>
</tr>
<tr>
<td>a</td>
<td>Active user</td>
</tr>
<tr>
<td>( r_{ai} )</td>
<td>average score for each user</td>
</tr>
<tr>
<td>( r_{ui} )</td>
<td>average score for each item</td>
</tr>
</tbody>
</table>
| \( \sigma \) | standard deviations of score calculated over \( I \cap \mathcal{U} \)

[표 1]. Notation

위의 내용을 쉽게 표현하면 다음의 [표 2]와 같다.

<table>
<thead>
<tr>
<th>user</th>
<th>item</th>
<th>item 1</th>
<th>item 2</th>
<th>...</th>
<th>item i-1</th>
<th>item i</th>
<th>평균</th>
</tr>
</thead>
<tbody>
<tr>
<td>user 1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>...</td>
<td>5</td>
<td>3</td>
<td>( r_{ui} )</td>
</tr>
<tr>
<td>user 2</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>...</td>
<td>2</td>
<td>4</td>
<td>( r_{ui} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>user u</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>...</td>
<td>1</td>
<td>2</td>
<td>( r_{ui} )</td>
</tr>
<tr>
<td>평균</td>
<td>( r_{ui} )</td>
<td>( r_{ui} )</td>
<td>( r_{ui} )</td>
<td>...</td>
<td>( r_{ui} )</td>
<td>( r_{ui} )</td>
<td>( r_{ui} )</td>
</tr>
</tbody>
</table>

[표 2]. 표기의 의미

여기서 Correlation coefficient 값이 1이면 perfect positive relationship 이라고 하며, 값이 -1이면 perfect negative relationship 이라고 한다. 만약 값이 0이면 relationship 이 존재할 수도 있고 존재하지 않을 수도 있는 경우가 발생하게 된다. 이것은 사용자와 사용자의 상호관계를 나타내게 된다.

3.3 예측 값의 계산

평균의 예측에는 위의 식(1)에서 구한 성질관계를 포함한 평균값을 이용한다 [1][4]. 예측 값을 다음과 같은 방법으로 구하게 된다.

\[ P_{ai} = \bar{r}_a + \frac{\sum_{u \in \mathcal{U}} W_{a,u}(r_{ai} - \bar{r}_a)}{\sum_{u \in \mathcal{U}} W_{a,u}} \] (2)

3.4 해쉬테이블 기반 알고리즘

일반적으로 데이터를 검색하는 방법들은 자료 수 \( N \)이 커짐에 따라 평균 검색 길이도 길어진다. 하지만 해쉬 검색법은 자료 수 \( N \)에 관계없이 상수의 검색 길이를 가지는 매우 빠른 검색 방법이다. 해쉬 검색법은 메모리 내부에서 검색하는 내부 검색에도 사용되지만 더욱더 강력하게 디스크 상에서도 아주 빠른 속도로 검색해 주는 외부 검색에도 사용되는 알고리즘이다[7].

본 논문에서는 이러한 해쉬 알고리즘의 장점들 기존의 사용자 기반 협력 필터링 알고리즘에 추가하여 기존의 사용자 기반 협력 필터링 알고리즘의 가산 성질을 더 빠르게 했다. 이러한 알고리즘을 해쉬테이블 기반 협력 필터링 알고리즘이라 한다. 해쉬테이블 기반 알고리즘의 설계는 다음과 같다.

1. 해쉬테이블(hash table)을 미리 할당해 둔다.
2. 처음 데이터를 읽을 때 hash를 이용하여 hash table에 저장함.
3. 적당한 영역에 데이터를 저장하여, 검색할 때에 데이터베이스의 앞에서부터 순차적으로 찾을 필요 없이 단변에 그 데이터의 위치를 알 수 있게 된다.

즉, 해쉬테이블을 사용함으로써 데이터의 검색 시간을 보장하고, 전체 계산 시간을 효율적으로 감소시킬 수 있다.

4. 결론

본 논문에서 제안한 개인화 추천을 위한 협력 필터링 에이전트는 해쉬테이블 기반 협력 필터링 에이전트를 통하여 사용자 프로필을 정화하게 필터링하여 사용자의 만족도를 높일 수 있게 했다. 또한 해쉬 알고리즘을 참가하여 기존의 알고리즘 보다 예측 값의 계산 속도를 향상 나타냈다.

향후 본 시스템은 실제 e-Commerce에 적용하여 실시간 추천을 가능하게 하는 것이 필요하며, 이 해쉬테이블 기반 협력 에이전트를 평가할 수 있는 시스템이 필요하다. 즉, 협력 필터링 알고리즘의 검증 및 분석 결과 검증 단계가 필요한 것이다.
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