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Design of PI Observer for Descriptor System
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I . Introduction

In practical system and control system design, many
systems can be described in the mixture form of
differential and algebraic equations, which is called as
descriptor system {(or singular system, generalized state
space system etc.). The form of descriptor system also
appears in many systems, such as engineering systems,
social economic systems, systems,
biological systems, and so on. So, the descriptor systems
can contribute usefully in analysis of real and practical
situations. As similar problem in regular systems, the
problem of observing the states of descriptor system is
very important. This problem is solved by using inverse
matrix theory by El-Tohami etalll]l and Shafai and
Carrolll2]. And nonrestrictive method by generalized
inverse matrix is presented by Kawajil6]. But, as it is
well known, the solution of a descriptor system includes
differential terms, that is, a descriptor system is very
sensitive to slight changes of the inputs or system
parameters[4]. Thus, to obtain the state vectors of the
descriptor systems, the construc- tion of robust observer
is required.

On the other hand, in attenuation problem of
system'’s parameter variations and step

disturbances, a proportional integral (PI) observer have
remarkable attention in recently[3][7). Kawaji and Kim
proposed a new systematic method to design the PI
observer, and it was applied into the design of
simultaneous recovery of loop transfer property (LTR)
and disturbance attenuation property (DAPR)[7].

In this paper, based on the above systematic design
method we propose a full-order Pl observer to
estimate the state vectors of descriptor systems.

The existence conditions of a PI observer for the

network analysis
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linear descriptor system are derived. Furthermore, a
necessary and sufficient condition for the existence of a
PI observer is proposed in the sense of Rosenbrock’s
observability, and it is checked by a simple matrix rank
condition from linear descriptor systems. A numerical
example is shown to illustrate the Pl observer for the
linear descriptor systems.

II. System and definition of observer
Consider a linear time-invariant
described by

descriptor system

2::{Exz Ax+ Bu (D

y = Cx
where x €R” is the descriptor vector, u €R™ is the
input vector, and v €R’ is the output. E,A,B, and
C are known constant matrices of appropriate
dimensions. Assume that Ee€R"" and

E=+1{<n). Additionally, we also
(i) System (1)

such that

rank
assume  that
is solvable, i.e., there exists a scalar

det (AE — A)#0.

(i) System (1) is R-observablel8]
the sense of Rosenbrock) if and only if

rank [g] =n

(observable in

rank [AEEA]= n, viAeC,

where, C denotes the complex plane.

To estimate the descriptor vector, we consider a PI
observer
Az+ By+ Ju+ Ho

Cz+ Dy )
= y—Cx

I

QRIN
Il

ZPI:[

where, x is estimated descriptor states, @ is
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integrated value of observation error output, and
/A, 3, @, /D\, 7?, and 7 are unknown matrices of
appropriate  dimensions. Especially, when matrix
H= 0, it is said to be the Luenberger observer.
Our aim is to design the unknown matrices of the PI
observer which asymptotically estimate the descriptor
vector x.

Definition 1 : The system (2) is said to be a PI
observer for the linear descriptor system (1) if and

only if

ltigl(}[ x(t)—2()]1=0, vx0.),200_),u(-) (3

Va(0-),2(0-),u( - ). (4)

limw(t) =0,
ey

To show the existence conditions of the PI

observer for the system (1), let us define the estimate
error as

E=2z— UEx. )

Then, the dynamics of this error is

£= A&+ ( AUE+ BC— UA)x+(J— UB)u+ Ho,
(6)

and x in the system (2) is rewritten by substituting

z in (3)

%= C&+( CUE+ DO)x. (7)

From (2), (6), and (7), the PI observer is
summarized as

&= A+ Ho (8

w=—C C& 9

x= Ct+zx, (10)

where

AUE+ BC=UA
J=UB

CUE+ DC=1,.

From the above equations (8) and (9), the following
augmented system can be constructed to satisfy the
definition 1 as

[3-[ & TN o

If (11) is stable, then the variables
zeros (¢—o0). So, the system (2) is an observer for
the system (1). From the above statements, we obtain
the following theorem.

Theorem 1 The system (2} is a full-order PI
observer for the linear descriptor system (1) if

& and w become

A H

Reﬁ,[_ct 0

] <0, i=1,.n+p (12

and if there exists a matrix Ue R™” such that

AUE+ BC=UA (13)
J=UB (14)
CUE+ DC=1, 15)

hold.
The design procedure of Pl observer is presented by

following statements. Let us assume /C=I,, for

simplification. Substituting UE in (15) into (13), we
get i
A=UA—-KC (16)
where
K=B- 4D an
Substituting (16) into (17), we have

B=UAD+K(, CD) (18)

then, (12) becomes as

Re 4; [UA__CKC ?0? <0, i=1,,n+p 19

For stability of (19), it is necessary to design the

matrices K and H
problem is well known as that of conventional PI
observer, and the observability of the observer is
dependent on the observability of (C, UA) basically.
Recently, its systematic design procedure is proposed
by Kawaji and Kim[7). The observability of PI
observer is presented in Appendix A, and it is also

simultaneously. Its design

dependent on the constructure of the matrix UA.

Thus, the problem of designing the PI observer for
the linear descriptor systems is reduced to find a
matrix U such that the conditions of Theorem 1 is
satisfied.

M. Design of observer

In the previous section, a sufficient condition that a
PI observer (2) can be qualified as an observer for the
linear descriptor system (1) was derived. The observer
design problem is to find a matrix U such that the
conditions (12)-(15) must be satisfied when FE,A,B
and C matrices

In this section, we will consider the existence
condition of the PI observer and show the design
procedure of the observer. Firstly, it is required from
the condition (15) that

rank [g]zn (20)

are given.

which implies that the impulse modes and the purely
static modes of system (1) must be observable[5].
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When the condition (20) is satisfied, there exist two
matrices E*€R™" and C*'eR™? such that

(E? C"][g]=ln 1)

e, E e #] is a generalized matrix inverse of
[ETcT]7
Here we define a class
I'={(E", C*"):detE*+0, E'E+C*C=122)
Then we have the following lemma.
Lemma {6] :
Proof :
P, such that

I' is not empty.
Suppose two nonsingular matrices P; and

El }r
o ellcl- iZiZ
Yp—n—r

where
rank K, =», rank [El ] =7
G

Multiflying the right side

0 I, c1
2

[P1 0

I, M E2 [I,,M]
0 P

where

=[ 0 0
M [In—r Op—n+r]

then, we have

E,
P, MP, [ E2+ C;
0 P
Cy
So, we notify that
= E,
w E,+C ]
is nonsingular matrix.
Multiflying the right side
E,
Pl MP2 E] —1 — E2+C1 —1
[o PZHC[W 0] & twol
G,

then, we get
[ WP, W_IMPQ][g] =1,

Letting
E'=wlp
C'"=w'mMp,

then,
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(E®, C*") eT. Therefore det E* = 0. n

An algorithm to find an element of I' is given in
Appendix B.

For system (1), choosing an any (E*,C")e oI

and letting
C=1,, U=E", D=C" (23)
we get
CUE+ DC=E*E+C*C=1, (24)

The remainding problem is the determination of the
paramenter U in such a way that a stable observer

obtained. For this, in (19), (C,E*'A) must be
observable. That is,
¢
rank[’U"_CEA]zn,VAeC (25)

is necessary. Noticing (E*, C*)er
[AI,,——E”A] _ [E" AC? ][/IE—A

c ] (26)

1,

and rank E* = n. Therfore we have
rank[’lEEA]=n,V/IE C, 27

which implies that the exponential modes of system (1)
must be observable[5]. Thus we come to the theorem
giving a sufficient condition {or the existence of a PI
obsrever.

Theorem 2 : For the linear descriptor system (1),
the full-order PI observer (2) exists if and only if

M) rank["EC“A] —n,Vie C

(ii) rank[g] — .
When the algorithm of designing the Pl observer
in Appendix A is used to obtain the matrices K and
H, it

is necessary to satisfy the condition of

Theorem A.2. Also, the matrix E* should be
designed such that the pair (C,E'A) is
observable.

Thus, the matrices of PI observer can be obtained
as

A=E*A-KC (28)
B=E'AD+KUI-CD) (29)
J=E*B (30)

where C= I,. Therefore, we obtained the full-order

PI observer for the linear descriptor systems.

IV. Numerical example



335 Journal of Control, Automation and Systems Engineering, Vol. 3, No. 4, August, 1997

We consider the following system{9].

100 -1 21 1

[010 x = {—1-1-1|x+|[—1 |«

000 1-1 1 -1
y=[2-11]1x

This system satisfy the condition (i) of Theorem 2 as

s+1 -2 —1

SE-A _ 1 s+1 1
rank[ C ] rank 1 1 -1
2 —1 1

So, one can know that the system is ohservable.
Thus, the full-order PI observer for descriptor systems
can be designed by Theorem 1.

Step 1 : Calculate E* and C* by using Appendix
B.

1.000 0.000 0.000
E =U= { 0.000 1.000 1.0001,
—2.000 1.000 2.000
0.000
C'=D= |0.000]. (32)
1.000

Matrices P; and P, are selected as

1.000 0.000 0.000
Py =10.000 1.000 1.000 |, P,=1.
0.000 0.000 1.000
Step 2 © By using Appendix A, the PI observer
gains K and H are designed by using pole

assignment method, where the desired pole is { -1.1,
-12, -1.3, -24 }.

—0.2440 0.2353
K= [—0.0924 ] H= {—0.1177 (33)
2.3955 0.1177
Step 3 : Calculate the other matrices by (28)-(30)
_[—0.5120  1.7560  1.2440
A= 0.1849 —2.0924 0.0924}
—1.7911 —4.6045 —3.3955
1.0000 1.0000
B= l 0.0000 |, 7= ( —2.0000
—1.0000 ~5.0000

The results of simulation are shown by Fig. 1-3.
These figures show the real state of descriptor system
and estimated state by Pl observer, respectively. In
this simulation, the input is u = —1, and sampling
time is 0.02[sec].

V. Conclusion
In this paper, we have proposed a nonrestrict design
method of full-order PI observer for linear descriptor
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systems. The existence conditions of the PI observer
for the linear descriptor system are proposed.
Furthermore, a necessary and sufficient condition for
the existence of a PI observer is proposed in the sense
of Rosenbrock’s observability.
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Appendix A
Consider a linear time-invariant system described by
x= Ax+ Bu (34a)
y=Cx (34b)
where x € R" is the state vector, # € R™ is the

input vector, and y € R” is the output. A,B and C
are known constant matrices of appropriate dimensions.
Assume that (C, A) is observable and rank C=p.

Let us consider a linear time-invariant system[3] (PI
observer)

%= Ax+Ky+Bu+ Ho (35a)

where, ¥R and w R’ are vectors, respectively.
Given the PI observer (2), the following theorem
depicts the realizability of the observer.
Theorem AI1[3] : The system (35) is a full-order PI
observer for the system (34) if and only if all the
eigenvalues of the matrix

=[]

have negative real parts.
For Theorem Al,

systematic methods to calculate the parameters K and

there does not exist any

H by the eigenvalues assignment or the optimal
control methods. As a method solving the problem,
recently a new method is proposed by Kawaji and
Kim as following[7].

< Design algorithm of Pl observer >
Step 1 : Check the C matrix

(A].) C:[Cm Opx(n—p)]

where C,, is nonsingular matrix and O ,., is matrix
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of demension #nxXm with 0's(7,., is I,

demension matrix with 1's on the diagonal of
min(n,m) and 0's elsewhere). If the C matrix is
not a form of (Al), then matrices A and C should

be reconstructed with
A= (V) 'AV, and C=CV.,

where V. is obtained by singular value decomposition

(SVD) of C matrix as C= U.¥ V. and superscript
* denotes the complex—-conjugate transpose.

Step 2 : Construct augmented matrices as

A, = [[A In\/z]’ c.=[C0,

Step 3 :

observability  of

Design a matrix L, with assumption of

(Co, Al by

assignment, LQG, or etc.

det (A.—L.C.1=0

=[L
L [Lz ]

Step 4 @ Calculate the matrices K and H

conventional  pole

where

‘K:Ll

H=1, (L,—1,,C")

where ct=clicech 1.

Step 5 : If the transformation matrix is used in Step
1, then the real matrices K and H are calculated
as

K= VK, and H= V.H

(C,A) is
(C..A,)

However, even if observable, the

observability of would not be proved
directly in Step 3.
Theorem A2[7] : The system (C,,A.) is observable,

if (C,A) is observable.

Appendix B
< Algorithm for (E*,C" er >

Step 1 : Find two nonsingular matrices P, and P,
such that
El }7’
P1 0 [E ] — E2 }n— 14
0 P JLIC C |\In—7r
CQ }D“?’l"’?’
where

rank K| = r, rank [EIJ =un.
G
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Step 2 : Let Step3: E* and C* are given as
W= E, # 1
E,+C; | E"=W P,
=10 0 1 C*' =W 'MP,.
In—r Op—n+r
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