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A Heuristic Approach
Solving the Bottleneck Machine Problem
in Group Technology Manufacturing Systems
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1. Introduction
Group Technology (GT) has been recognized as one of
the key factors to improve productivity of manufacturing
systems. Despite numerous economic benefits and
operational advantages offered by the GT concepts, its
real potential has not been fully explored. A number of

factors, including vulnerability to machine breakdown,
under-utilization of resources and eventual unbalanced
workload distribution in a multi-cell plant in

manufacturing system, pose some problems when using
GT concept.

These problems mainly stem from somewhat standard
principles of GT, such as the avoidance of interaction
between the machine cells and part families, and
tendency to setting up permanent idealistic cells which
do not exist any bottleneck situations, etc. The basic
approach to solve the GT problem is to classify the parts
into families according to the similarity of operations, and
the machines are grouped into machine cells according to
the parts that they have to process, since the formation
of machine cells and part families is the first step
towards the design of cellular manufacturing systems.

For detailed review of GT and its advantages, see
Fazakerlay [1], Ham et al. [2], and Gallagher and Knight
[3]. However, a common theme among all these objective
function is to group the machines and parts in such a
way that the flow of parts little as
possible.

One of the frequently used representations of the GT
problem is a machine-part incidence matrix [a;} which
consists of ‘1’ (empty) entries, where an entry 1 (empty)
indicates that machine i is used (not used) to process
part j. Typically, when an initial machine-part incidence
matrix [az] is constructed, clusters of machines and parts
are not visible. A clustering algorithm allows trans-
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incidence matrix (1).

Part Number

1 2 345
1 1 1 1
1 2 1 1 e .
[ a;] 3 1 1 Machine Number (1)
4 1 1

Rearranging rows and columns in matrix (1) results in

matrix (2). Two machine cells or clusters MC-1={24}
and MC-2={1,3}, and two corresponding part families
PF-1={1,3} and PF-2-{245} are visible in matrix (2).

Clustering of a binary incidence matrix may result in the
form of mutually separable clusters or partially separable
clusters. Mutually separable clusters are shown in matrix
(2), while partially clusters are presented in matrix (3).

PF-1 PF-2
1 3 2 4 b
2 1 1
MC]{
4 1 1 (2)
1
MC‘Z{
3
Matrix (3) cannot be separated into two disjoint

clusters because of part 5 from matrix (3) results in the
decomposition of matrix (3) into two separable machine
cells, MC-1={12} and MC-2={3,4} and two part families
PF-1={1,2} and PF-2={34}). The two clusters are called
partially separable clusters and the overlapping part is
called a bottleneck part ie. the part that is processed on
machines belonging to more than one machine cell.
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(3)

However, ways to handle a bottleneck part is to use
an alternative process plan which is frequently available
for many parts, to do subcontract, and duplicate the
bottleneck part. For example, assuming that an alter-
native process plan for part 5 in matrix (3) involves
machine 2 and 4 would result in two mutually separable
machine cells. Alternative process plans are frequently
available for many parts.

In practical cases, not all components of a part family
can always be processed within a single cell. It is
obvious that grouping of parts with alternative routes
increases the likelihood of generating ideal machine cells.
Therefore, the new approach solving the bottleneck part
is proposed In a different way that, if the
bottleneck part should be assigned to a certain machine
bottleneck part should be assigned to an

machine cell
efficiency

such

cell, the

appropriate which may increase the
grouping based on the new similarity
coefficient between bottleneck part and the machine cells.

The components having operations in more than one
called exceptional parts, and the machines
processing them are referred to as bottleneck machines.
The traditional transportation of parts

between cells can be eliminated by assigning a sufficient

cell are
exceptional

number of bottleneck machines to appropriate cells.
Analogous to the bottleneck part, a bottleneck machine
is defined as a machine that processes parts belonging to
does not allow for
decomposition of a machine-part incidence matrix into

more than one cell, ie it
disjoint submatrices. For example, machine 3 in matrix
(4 does not permit decomposition of that matrix into
two machine cells and two part families. A way to
handle a bottleneck machine is to allocate the bottleneck
machines to the appropfiate machine cells by examining
the similarity between bottleneck machines and structured
machine cells, It results in the efficient facilitation of
material flows and easy to implement for controlling the
sizes of the machine cells. It may increase the grouping

efficiency.
Part Number
1 2 3 456
1 11
2 11
Machine 3 111 11 (4)
Number 4 1 111
5 1 11
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A way to decompose matrix (4) into two disjoint
submatrices is to use an additional copy of machine 3.
The latter leads to the transformation of matrix (4)
into matrix (5). Two machine cells, MC-1-{1,2,3(1)}
and MC-2={3(2),45), and two corresponding part
families, PF-1={1,2} and PF-2-{3,4,56} are shown in
matrix (5).

To solve the matrix formulation of the group
technology problem, the following heuristic approaches
have been developed: similarity coefficient methods [4],
sorting—based algorithms [5][6], bond energy algorithms
[71[8][9], cost-based methods [10][11], extended cluster
identification algorithm [12], within—cell utilization based
heuristic [13], non-hierarchical clustering algorithm [14].

PF-1 PF-2
1 2 3 4 56

—

1 1 1
MC—I{Z 1 1
3D 1 6)]
3(2) 1 1 1
MC*2—[4 1 1 1 1
5 1

1 1

In the following, a new similarity measure is defined
and incorporated in a proposed heuristic algorithm such
as 27, 1, if a; = 1
and ai;= 1, 0, otherwise in a machine or part vectors as
part vector k = [an, ax, .., aml', and part vector | =
lan, ad, .., am]’. The value of the similarity measure 1
indicates that the part vector 1 is a subset of part vector
k or vice versa.

—

d (ay, aij), where & (ay, ai) =

The comparison of the existing similarity measures
with zero-one similarity measure is shown in Table 1,
since the similarity coefficient is one of the methods
used in GT applications. Compared to other methods,
similarity measure incorporates more flexibility into the
machine component grouping process and more easily
lends itself to the computer application. Most of the GT
algorithms employ a binary machine-part incidence
matrix and do not use similarity measures. Many
existing similarity measure (Table 1) are suitable for
problems that do not involve bottleneck parts or
machines.

In order to develop clustering heuristics,
similarity measure is proposed. The proposed similarity
measure is especially used for measuring the similarity
between the bottleneck machines and the unstructured
machine cells which are not belonging any bottleneck
machines.

a new

The purpose of developing a new similarity measure is
to allocate or the bottleneck machines or
bottleneck parts to the appropriate machine cells or part
families based upon the grouping efficiency (GE), while
the existing similarity measures generally apply the
machine-part incidence matrix.

To measure the quality of clusters,

assign

the following
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grouping efficiency measure has been introduced as GE =

gnl + (l-g)n, where n. = number of entries “1” in
the diagonal blocks / total number of elements in the
diagonal blocks, n2 = number of entries “0"in the

off-diagonal blocks / total number of elements in the
off-diagonal blocks, and q = a weight factor having a
value between 0 and 1. This function is non-negative
and its range is zero to one. However, there is no good
way of selecting the value of ¢ published
literature. If the value of GE is one means that the
matrix has a perfect block diagonal form, and zero is the

in the

opposite case.

Table 1. Similarity measures.

Coefficient Reference Formula Form

Minkowski [15] i laik aikl ' Integer

McAuley [16) S & taikaky i, 8 taikak) O<s<1

Jaccard [17} ni / (nivmg ) 0<s<l

Dutta et al. [18] ni+ni-2n; Integer

Dice Sorensen  [19] 2mi / (nitny) O<s<l

Dot product 1201 ni / (ni+ny) 0=s<1

Chu and Lee [21] n /(e ng) Integer
Loif a2 o an <ag, for all

Kusiak and Cho [22] {() .~ ,-‘“ oA = G or
, otherwise

Cho et al. This paper 27« e Integer

Sai, ax) = 1, if ax = ax = 1, 0, otherwise.

S8 (ai, aw =0, if ai = ax = 0; 1, otherwise.

ni = number of machines visited by part i.

n; = number of machines visited by part 1 and j.
d (ay, ay) = 1, if a5 = 1 and a5 = 1; 0, otherwise.

II. Graph theoretic algorithm

The diagonal blocks of the machine-part incidence
matrix are formed by a similarity of distance function
between two rows of the machine-part incidence matrix.
A minimum spanning tree (MST) with respect to this
distance function will be found. The machines are to be
grouped by deleting the longest arcs in the MST [23]. A
weight function is then defined for the columns and is
used to assign a column to a machine group according
to the highest weight.

Lot M = {1, 2, .., m} be the index set of rows, and N
= {1, 2, .., n} be the index set of columns
machine-part incidence matrix. Let S and T be two
subsets of M, the symmetric difference of S and T is
defined to he SAT = (S-THU(T-S) = (SUT)-(SNT).
The number of elements in S is denoted by | S |, and
let Mj = {j€N-a; = 1}, 1 =1, 2, ., m; N; = {iEM: a; =
1}, j = 1, 2, .., n. M is the set of parts to be processed
by machine 1 and N; is the set of machines to be visited
by part j. For any two rows, iheM, the distance
between i and h is defined to be d(ih) = IMjAM:l / IM;
uMnl. Notice that this distance function satisfies that 0<
d(i,h)<1 for any i,hEM.

It also satisfies the triangular inequality, ie., dik)<
dG,h)+d(h k) for any 1,hkEM. Recall that the Jaccard
similarity coefficient between two rows i,h€EM is given

in a

by s(ih)
between

IMiNMil /M UM,
Jaccard  similarity proposed
distance function is given by the following equation d(i,h)
+ s(ih) =1.

Jaccard similarity coefficient is a measure of the
relative similarity of the two different machines in terms
of the parts they have to process. The distance function
is a measure of the relative dissimilarity of the two
different machines. Some simple consequence of this
definition is as if Mi = M , th € M, then dGi,h) = 0,
and if MinM , =@, then d(i,h) = 1.

Consider each i€M as a node in a graph and E =
{(,)): i,JEM, i#j} as the sets of arcs in the graph G =
(M\E). (i,j) is considered to be the same as (j,i). The
weight of arc (i,}) is given by d(i,j). A tree of G is a
subgraph F = (V,H) of G with no cycles where VOM, H
CE. A spanning tree of G is a tree F = (V,H) where V
= M.

A minimum spanning tree of G 1s a spanning tree
with minimum total weight [3]. The MST algorithm
of two phases such as to find minimum

Hence the relation
coefficient and

consists
spanning tree of G = (ME) and to decompose M into
the required number of groups by deleting some arcs in
the minimum spanning tree, to assign parts to different
machine cells according to a weight function [24].

Step 0 : (Initialization)

Let V = M. Choose an arbitrary i€V and set U = {i}.
Give i the label [0,0). Let ; = d(j,i) for all j&V U. Label
j€V-U with [j , i]. Let T =@.

Step 1 : (Labeling procedures)

Choose jo= V-U such that y = min {; : j€V-U}, and
let the label of jo be [ iv). In the case of tie, choose the
jo with minimum [MiyUMjl. Replace U by UU{ j, } and
T by TU{Go, jo)}.

Step 2 : (Updating ;)

If V-U =&, go to step 3, otherwise for each jV-U. If
i > d(, jo), then set ; = d(j, jo) and label j with [, jo 1.
Go to step 1.

Step 3 : (Decomposition of the MST)

Arrange the m-1 arcs in T according to descending
order of their weights. In case of tie, say d(ih) = d(j,k),
order (ih) in front of (Gk) if IMiUMil < IMjUM. If the
required number of groups is K, then delete the first
K-1 arcs with the longest weight from the minimum
spanning tree T. The resulting graph has K disjoint
subtrees, (R, Ti), i=1,2,...., K, which has partitioned the m
machines into K machine groups. Each Ri will form a
machine cell.

Step 4 : (Assign parts to machine cells)

Set C =g, 1=1,2,..., K. For each jEN, find w(j, Ri),
i=1,2,..., K, where the weight function for each column
w(, R) is defined as (X,=: ay) / 20 ,am JEN,
i=1,2,...K. Namely, w(j, Rj) is the ratio of the number of
machines in R; to be visited by j to the total number of
machines to be visited by part ) Let K be such that w(j,
Rs) = Max {w(j, R): i=1,2..K}. Assign part j to part
family Cy, ie., update Cx to Cx {j}. In case of tie, break
it arbitrarily.



The time required to determine for the distance matrix
(dG,j) is O(m( 27 mi)), and for the minimum spanning
tree is O(m?), where m=IMil, i=1,2., m and =N,
j=1,2..n. The time to decompose the spanning tree to K
machine cells is 0(m log m). An alternate criterion is to
choose an arc whose deletion will give the greatest
increase in the grouping efficiency. The decomposition is
then terminated when the desirable number of groups is
obtained, no further
grouping efficiency by deleting arc.

To assign the parts j to machine cells requires 0
(2" nj) time which equals to O(27.,mi). Hence the

or when there is increase in

overall complexity of the given algorithm is O(m’ + m
27 mi)) Om > " ,mi). Based upon the MST, a
heuristic algorithm is proposed to handle with the
bottleneck machines or called exceptional elements which
may increase grouping efficiency.
Step 0 : (Initialization)

Begin  with the generalized machine-part incidence
matrix [a;]".
Step 1 : (Transformation)

Transform the matrix [a;]" into the machine similarity
matrix [s;]".

Step 2 : (Application of MST)

Apply the similarity matrix [si]" to the minimum
spanning trec algorithm, which the spanning tree is
decomposed into machine cells according to those arcs
with the largest weights.

Step 3 : (Graph representation)

Represent the current similarity matrix [si]" ' with a
transition graph, which a part is represented by a node,
whereas a machine is represented by an edge for useful
in detecting the bottleneck machines or parts.

Step 4 : (Fathoming)

Cluster the nodes the number of Ci¢ -1 by cutting
from the smallest arc’s weight in the graph.

Step 5 : (Backtracking)

Make the unstructured matrix [a;"'  with only
clustered nodes. If there are some nodes clustered by
itself, then exclude them for making unstructured matrix
[Hij]” ].

Step 6 : (Measuring simularity)

Calculate the similarity measures between unstructured
matrix [ay]" ! and any machines clustered by itself.

Step 7 : (Stopping rule)

Apply the
ructured matrix [ag]" "
Hungarian method in

matrix [si]"? between unst-
and exceptional elements to the
order to assign any machines

similanty

clustered by itself which is called exceptional elements to
the unstructured matrix [a;"' until there is no more
machines left, otherwise stop.

One important aspect of the group technology problem
is to devise a relevant measure of the final solution. For
a given solution by proposed algorithin for efficient
handling bottleneck machines, different arrangement of
the machines and the parts within a group will give
different objective values if some existing algorithms are
applied, however, the objective value for the final solution

KOi - K1sst - AAEIBS =2X M3 M5z 199710

if some algorithms seeking for the
minimum intercell flow or maximum grouping efficiency.

In the proposed algorithm, the
decomposed into machine groups according to those arcs
with the largest weights. However, sorting the arcs of
the MST according to descending order of their weights
takes Olm log m) time. An alternative criterion is to
choose an arc whose deletion will give the greatest

will be unique

spanning tree is

increase in the group efficiency.

The decomposition is terminated when the desirable
number of groups is obtained, or when there is no
further increase in grouping efficiency by deleting any
arc. This alternative approach takes O(m 27 ,mi) time.
Hence the overall complexity is still O(m 2% mi).

The grouping efficiency in general gives a relatively
good measure for the solution to the GT problem.
However, for some value of g a solution with a higher
grouping efficiency need not be a more desirable solution
[25]. Therefore, the selection of the value g for which
the best solution corresponding to the highest grouping
efficiency is not easy undertaking. The way for handling
the bottleneck machines should be first considered in
determining the group efficiency in real manufacturing
systems.

III. Illustrative examples
Consider the following machine-part incidence matrix (6).
1 2 3 45 6 7 8 910111213

I 1 1 11 11

[Solile R S NPTV I SR PR SV
—

The difference between the MST algorithm and the
proposed heuristic will be illustrated with this example.
Table 2 shows the distance between different rows such
as d(i,h) = d(,k), order (i,h) in front of (Gk) if |M;UM;l

Table 2. Distance matrix (d(i,j)) based on MST.

i 2 3 4 5 6 7 3 9
0000 0500 100 O8%9 0143 1000 1000 1000 1.000
0500 0000 1000 L000 0625  LO00  1.000 1000 1.000
LOOO 1000 0000 1000 1000 1000 1000 1000 0500

D U B WS —

0839 1000 1000 0000 0875 0667 0667 0750 1000
0143 0625 1000 085 0000 1000 1000 1000 1.000
6 | LOOO 1000 100D 0667 1000 0000 0000 1000  1.000
7 | 1000 1000 LO00 0750 1000 1000 1000 0000 1000
8 | Loo0 1000 1000 0750 1000 1000 1000 0000 1000
9 | Lo0 1000 0300 1000 1000 LOOD 1000 1000 0000
<|MjUM and iterations of the MST algorithm are

shown in Fig 1. The total weight of this minimum
spanning tree is 4.435. The average arc weight in the
tree is 0.554.

Assume that three machine cells are proposed, then
the two arcs in the MST with the largest weight arc
(1), (3) and ®), (4) are deleted from the tree. Hence,
there are three machine cells as R;={1,25}, R»={3,9}, and
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Ra= {4,6,7,8}.

In order to assign the parts into the machine cells, the
weight function for each column w(j, Ri), j=1,2....,12 and
1=1,23 are shown in Table 3. Thus according to the
matrix (w(j, Ry)), the parts {2,3,78911,12,13}=C, are
assigned to R, parts {1,6})=C> are assigned to R», and
parts {4,5,10}=C; are assigned to machine cell Ry as
shown in rearranged matrix (7).

However the only MST algorithm can give the basic
GT solution as machine groups and part families
respectively without considering the bottleneck situations
if any exists.

Table 3. Weighted matrix (w(j, R)).

Ll 2 3 4 5 6 7 8 9 10 11 12 13
RL| 0O 1 23 0 0 O 1 1t 1 0 1 1 1
rR2f1. 0 0 0 0 1 0 0 O O 0 0 O
R3]0 0 I3 1 1 0 0 O O 1 0 0 0]f

In this case, if the proposed new similarity measure as
shown in matrix (7) is applied and solved by the
proposed heuristic, then the deleted arcs will be machine
1 to 4 and machine 1 to 3, Therefore, three machine
groups are formed as identified as matrix (8), which can
be compared to the results of the proposed heuristic
algonithm. Fig 2. Shows the procedure of clustering the
nodes as the number of c¢c-1 by cutting from the smallest
arc’s weight.

1 2 3 4 5 6 7 & 9
1 5 0 1 3 0 0 0 0
2 0 0 3 0 0 0 0
3 0 0 0 0 0 1
4 1 1 1 1 0
5 0 0 0 0 (7)
6 0 0 0
7 2 0
8 0
9 L _
[0.5, 1]
2
[0, 0] L 1]
5] 3
[0.839, 1] [0.143, 1] [1, 11
4) Y] @
1, 1] {1, 1 [1, 1]
6 D 8

a) Beginning of MST
(U={1}, T=@, minimum is 7z 5)

[05, 1]
2
(0. 0 [1, 1
4y 3
[0.875, 5] Nm, n [1, 1]
@ 5 9.
(1, 1 {1, 1] (1, 1]
)] i} &

b) After one iteration
(Add node 5 to U. U={25} and update 7;
for J V-U. T={(1,5)})

[05, 1
[0, M .1
l,\ 3

[0.875. 3] i().lt—'l.‘%. 1] i1, 1)
3 5 9
\ [0.75, 41 10.75. 4]

[0.674, 4'1]\6; 7 8

¢) After 4 iterations
(U={(1,5246)}. T={(15), (1,2), (54, (46)}.)

(05, 1]
2

[().M [1. 1]

3

[0.575, 5] \JQH, 1 \Q’ 3l

4 —— 9

N) 1] (0, 71

[0.674, 4] 6 [ 3

d) MST solution
T={(1,5), (64), (4,6), (4,7, (78), (23), (3D}

Fig. 1. Few iterations in MST.

Fig. 2. Clustering procedures by cutting arc’s weight
matrix (7).

2 3 7 8 9 11 12 13 16 4510

3 I
9 1 ()
] 11

7 11

4 1 11

6 1

Hence, consider the following machine-part incidence
matrix (9) for illustrating the proposed heuristic in detail.
Step O Begin with the generalized machine-part
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incidence matrix (9).

123456789101 1‘21314131(}]71819&
i 1 i 1 1

—

L1 1

Vs WS —

11 11

forvl
—_

9)

Lo WS~ S S X~

Step 1 : Transform the matrix [a;] " into the machine
similarity matrix (10).

12234567809 I1011121314151617 18192
1(10()10014215()0()00401
2 301001023000000000
3 01000014001000000
1 0120100010200000
5 0001 02101022100
6 3000000030101 0
7 0100010401010
% 020000000033
9 01410100301

10 11000001114 (10)
1 102011100
12 D0000 101
13 1000000
14 0224000
15 01010
16 3000
17 000
13 01
19 1
20 L |

e . n
Step 2 Apply the similarity matrix [s3]" to the

minimum spanning tree algorithm. Let V = M. Choose an
arbitrary 1€V and set U = (i}, and replace new
similarity measures as d(j,i) for all j&€V-U. Arrange the
m-1 arcs in T according to descending order of their
weights, If the required number of groups is K, then
delete the first K-1 arcs with the smallest weight from
the minimum spanning tree T. The resulting graph has
K disjoint subtrees, which has partitioned the m
machines into K machine groups.

Step 3 : Represent the current similarity matrix [s;]™"
with a transition graph.

18 ‘—@_;I CZ‘ 3 » @) 4 aQ 2 > CS 2 ) (16 3 » 7

R

«8)
¥y

19 20

Fig. 3. Clustering procedures by cutting arc’'s weight
matrix (10).

Step 4 : Cluster the nodes as the number of c-1 by
cutting from the smallest arc’s weight in the below
graph as Figure 3 shows.

Step 5 : Make the unstructured matrix [ay]"' with
only clustered nodes. If there are some nodes clustered
by itself, then exclude them for making unstructured
[a;]" '. This step results unstructured machine groups as

KIOt - RISt - ABISS =2A1 M3 HS5Z 1999710

MC-1={1,9,10,12,18}, MC-2-{4,6,7,15}, MC-3={2,35,11,17},
MC-4={8,19,20}, and the machine 13 and 14 are clustered
by itself only, which are need to be excluded for making
the unstructured matrix.

Step 6 Calculate the similarity measures between
unstructured matrix [ag]"' and any machines clustered
by itself , machine 13 and 14, as shown below Table 4.

Table 4. Similarity between bottleneck machines and
unstructured machine cells.

MC-1 MC-2 MC-3 MC-4
M13 0 1 1 0
M14 0 0 3 0

Step 7 : Apply the similarity matbrix [s;]"? to the
Hungarian method [26], which assigns any machines
clustered by itself to the unstructured matrix [aij]"’l. This
step results that the machine 14 is clustered in the
MC-3, and machine 13 can be clustered in either MC-2
or MC-3 based upon the grouping efficiency.

6 7 13152 3

U1

111416178 19 20
1

i
1
1 1

(o — —

P XIS N to

1
i | an
1

TR R Sy
-
——

—

=
—
-
-

%

Lo L1

The " final matrix is shown in matrix (11). Four
machine cells and four part families are grouped such as:
MC-1={1,9,10,12,18}, MC-2={4,6,7,13,15}, MC-3={2,3,5,11,14,
16,17}, and MC-4={819,20}, and four part families such
as PF-1={191214,17,20}, PF-2-{53,13,16}, PF-3={2,46,7,1
1,15,19}, and PF-4={310,18} respectively.

Comparing the grouping efficiency regarding to hand
with the bottleneck machines, 40x100 matrix from
reference Chandrasekharan, M,P., and Rajagopalan, R,
14} is illustrated. Applying the proposed heuristic to
40x100 matrix will result 10 machine groups with 36
bottleneck machines, while reference Kusiak, A., and Cho,
M., [22] indicates 37 bottleneck machines with same
number of machine groups. The grouping efficiency is
also improved based on the grouping threshold values.

IV. Conclusion

In this paper, a combinatorial approach for solving the
group technology problem is discussed with a minimum
spanning tree algorithm which does not require the initial
seeds, of which objective value is independent of the
intra group ordering of machines and parts, and
Hungarian method which is easy to implement.

Another important feature of the proposed one is the
ease of the control of the size of the machine groups. If
the number of machines in machine group is too large, it
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can be chosen to delete a suitable arc from the subtree
associated with machines in machine group to form
smaller machine groups. Hence, it is efficient and easy to
implement for controlling the sizes of the machine cells
by allocating the bottleneck machines into the appropriate
machine cell. Thus it offers more flexibility than most
existing heuristic algorithms for the group technology
problem.

A new similarity coefficient measure which can be
applied to the machine cells and other manufacturing
related areas is proposed. This measure is also applicable
for the group technology problem with basic and
alternative process plans. It works well for many cases
where a block diagonal structure is embedded into the
machine-part incidence matrix, and machine cell-part
incidence matrix.

A non-hierarchical procedures for solving the GT
problem has been discussed, which does not require
initial seeds unlike the existing non-hierarchical
algorithms do. The proposed algorithm performs well for
the most of the GT problems.

This study also showed that the similarity coefficients
have a significant effect on the quality of clusters. The
grouping efficiency depending on the various threshold
value are to be tested. It suggests that the grouping
efficient may be varied upon the arcs’ weight, which we
proposed a efficient ways to do for flexibility in real
industries. Further research will be applied the different
similarity coefficient or distance function to investigate
the difference results.
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