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Adaptive Input Traffic Prediction Scheme for
Proportional Delay Differentiation
in Next-Generation Networks

Jung Hoon Paik*

ABSTRACT

In this paper, an algorithm that provisions proportional differentiation of packet delays is proposed
with an objective for enhancing quality of service (QoS) in future packet networks. It features an
adaptive scheme that adjusts the target delay every time slot to compensate the deviation from the
target delay which is caused by the prediction error on the traffic to be arrived in the next time slot.
It predicts the traffic to be arrived at the beginning of a time slot and measures the actual arrived
traffic at the end of the time slot. The difference between them is utilized to the delay control
operation for the next time slot to offset it. As it compensates the prediction error continuously, it
shows superior adaptability to the bursty traffic as well as the exponential rate traffic. It is demon-
strated through simulations that the algorithm meets the quantitative delay bounds and shows supe-
riority to the traffic fluctuation in comparison with the conventional non-adaptive mechanism. The
algorithm is implemented with VHDL on a Xilinx Spartan XC35S1500 FPGA and the performance is
verified under the test board based on the XPC860P CPU.
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1. Introduction

Two broad paradigms for quality-of-service
(QoS) in the Internet have emerged, namely in-
tegrated services (IntServ) and differentiated ser-
vices (DiffServ) [1, 2]. The IntServ model, which
aims to provide hard end-to—end QoS guarantees
to each individual data flow, requires per—flow—
based resource allocation and service provision—
ing and, thus, suffers from the scalability and
manageability problems due to the huge amount
of data flows.

This lack of scalability is, to a large extent, be-
ing addressed within the DiffServ architecture. In
the DiffServ model, traffic is aggregated into a fi-
nite number of service classes that receive differ—
ent forwarding treatment. It achieves scalability
and manageability by providing quality per traffic
aggregate and not per application flow. However,
it’s drawback is difficulty in contriving efficient
resource allocation mechanisms to guarantee the
end-to—end QoS of each individual data flow.

With superiority in terms of scalability and
manageability, the DiffServ is gaining more pop—
ularity as the QoS paradigm for the future In-
ternet. Several schemes are devised to realize the
DiffServ philosophy. At one end of the spectrum,
absolute differentiated services seek to provide
end-to—end absolute performance measures with—
out per—flow state in the network core [3]. At the
other end of the spectrum, relative differentiated
services seek to provide per-class relative serv-—
ices [4]. In this model, the traffic from a higher
priority class will receive no worse service than
the traffic from a lower priority class.

In our view, absolute differentiated service is

essential for handling a real-time application which

requires guaranteed QoS measures for future
Internet. In addition, proportional differentiated
service is also needed to handle the soft-real time
service which is tolerant to occasional delay viola—
tions and hence do not require strict delay bounds.

Consequently, it is perceived that the QoS ar—
chitecture that provides any mix of absolute and
relative differentiated schemes under the Diff-
Serv paradigm is the most suitable service archi—
tectures for future Internet.

In this paper, an algorithm that enforces pro-
portional differentiation of packet delays is pro—
posed. In [5], Joint Buffer Management and Sche-
duling (JoBS) scheme is suggested, and it pro—
vides relative and absolute per—class service dif-
ferentiation for delays and loss rate. It makes
predictions on the delays of backlogged traffic,
and uses the predictions to update the service
rate of classes and the amount of traffic to be
dropped. Our approach is similar to [5] in that
it predicts delays of backlogged traffic and uses
the predictions to update the service rate of
classes, but main difference is whether the pre-
diction error which occurs indispensably is ap—
plied on future control operation. While most con-
ventional schemes don’t reflect the prediction er—
ror, our algorithm makes use of the deviation to
improve the QoS quality. More specifically, it
predicts traffic to be arrived at the beginning of
a time slot and also measures the actual arrived
traffic at the end of a time slot. The prediction
deviation is derived at the beginning of a next
time slot, and it is quantified to be reflected to
the delay control mechanism for the next time
slot. The target delay is adjusted by some extent
which is determined by the prediction error at

every time slot. As the suggested algorithm con-
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tinually compensates the prediction error every
time slot, it shows the superior adaptability to the
bursty traffic as well as the constant rate traffic
as compared with conventional approaches.
The remainder of this paper is organized as
follows. In Section 2, related work is overviewed.
In Section 3, an algorithm which provisions the
quantitative differentiated services is developed.
Following this, in Section 4, a set of simulation
experiments to illustrate the performance of the
scheme is presented. Section 5 handles the con—
tents relating to the implementation of the algo-
rithm. Finally, in Section 6, some concluding re-

marks are presented

2. Adaptive Delay Differentiation
Model

2.1 Objective

It is assumed that there are N service classes,
and class i+ 1 is better than class i for 2 <i < N,
in terms of service metrics. With this convention,
the service guarantees for the classes can be
expressed. An absolute delay guarantee on class

1 1s specified as

D. =D,

i i

vie{l,--, M} (1)

where «; is a constant that quantifies the pro-

portional differentiation desired.

2.2 Node Architecture

The proposed node architecture is shown in
(Figure 1). The classifier classifies incoming tra—

ffic into a number of classes and the scheduler
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then serves traffic in class buffers. Input traffic
is predicted at the beginning of the time slot and
measured at the end of the time slot, and the dif—
ference will feed into a process to adjust the ser—

vice rate in the scheduler periodically.

Arrival rate
prediction

Arrival rate
measurement

Service rate
adjustment

class 1 buffer

paiiliey
/ class 2 buffer

—>

Output link

ﬁ\ class N buffer
~ 111

(Figure 1) The proposed system
architecture

2.3 Service Rate Adjustment

As illustrated in (Figure 2), time axis is slotted
with interval T, and time slot n spans the time

interval [t, 1, tal.

T Z,(n)

(Figure 2) Time axis notation

The input rate )Ti(n) of class 1 for the time slot
n is predicted with the weighted moving average
schemes like equation (2) with p=0.9. Specifi-
cally, predicted values are indicated by a tilde(™).
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n—2

A, (k)
+p,(n—1) (2)

)Tﬁ (n)=(1—p) k::n—/\xfl

The backlog B (t) of class i at time t is derived
from Ri"(¢t) and R (t) like equation (3) where
Ri™(t) is the arrived traffic at class i buffer and
R (t) is the serviced traffic from class i buffer

in the interval [0, t] respectively.
B,(t)=Ri"(t)— R () (3)

Now, some parameters related a class 1 are
predicted to derive the service rate for the next
time slot n. With the predicted input rate for the
next time slot n of equation (2), the prediction

of the class 1 input traffic for next time slot n,

RiI"titelt, _t,]), is given by

Ri"(tit€lt, ,t,)=Nn)x@t—t,_ ) (4

Similarly, with the definition of service rate
7 (n) of class i buffer for next time slot n, the
predicted serviced traffic of class buffer i for next
time slot n, &, (t;tE[¢, ,,t,]), is given by

ROMtstelt, ot )=rm)xi—t, ) ()

‘n—1""n

With the equation (4) and equation (5), the pre-
dicted backlog B, (t;t<[t,_,.t,]) of class buffer

i for next time slot n is derived as equation (6).

B (t;t<lt, 1t )=8B,, ) +{) ()=~ 1)}
x(t—t,_,) (6)

Now, the predicted delay D,(t:t<[¢t,_,,t,]) of
an class i input packet arriving at time t, t€

[t ..t ], is described as equation (7).

n—1"n

B, )N =y -, ) -
’Y,‘(”)

Averaging the instantaneous delay E(t) over
a time slot n provides a simple measure for the
history of delays experienced by typical class 1
packets. It is given by equation (8).

=3 D
" (ln) [B‘ (t”*lHET{Xi(”)—% (n)}]

It is a feature of our algorithm that the pre-
diction error on the input rates over time slot n
is reflected on the derivation of the service rates
over next time slot n+1. In order to reflect the
prediction error on the input rates on the deriva-
tion of the service rates, the error A\, between

the measured input rates A,(n) and the predicted

input rates X,(n) is defined as equation (9).

AN, =X, (n) =X, (n) 9)

With the definition of equation (9), the delay

difference AD, ,,

(n) caused by the prediction er-
ror A\, on input rates is derived from equation
(8) and given by equation (10).

7 AN (0)

X (10)

AD, 43, (n) = 27 )

The actual averaged delays D¢ over time slot
n is adjusted with that extent of equation (10)

and expressed as equation (11).

D :l’siavg—"_ADz‘,AA, (1



In proportional differentiated services, the de-
lay ratio between two adjacent classes should be
fixed such that equation (1) is satisfied. As equa—
tion (11) indicates the actual average delay for
the time slot n, the actual relative ratio on aver—
age delay for the service classes i and i+1 at the

time slot n is described as equation (12).

D)

/Hj(ﬂ) {B,+l(t,171)+ ?T[)‘ﬁl(n)i A)\"l(n)ivfrl(n)]}
’Yf(ln) {B;(f/”,—l) + %[i(”) —AX(n) 77"'(71)]}

=a;(n) 12

As there is the possibility that o;(n) in equation
(12) deviates from the target value o], the delay
ratio difference Aq,(n)=a; —,(n) is applied to
the updated target value at the next time slot
such as equation (13) to compensate the deviation

at the previous time slot n.
o;(n+1) =a; + A, (n) (13)

The delay relation between time slot n and n+1
is given by equation (14) from equation (12) and

equation (13).

D,y (n+1) D, (n)

=K. ,
D) D ) (14)
_ 202
K= o W) -1

As it is possible to convert K in equation (18)
into a fraction form, % equation (14) is expre—

ssed as equation (15).

(1) =y - D"(n) 15)

D, n+l)=zx- Df“"g(n)

y
X<l & y=1 area  y-kx

xrz1 & V<1 areq

-

1
K
(a)

(b)

(Figure 3) Determination of x and y for K

To determine the service rate for the time slot
n+1, the case of Aq;(n)>0 is considered in the
first place. As this case indicates the situation
that the delay of higher class has been rather
shortened and/or that of lower class lengthened,
the delay of higher class and that of lower class
for the next time slot should be decreased and
increased respectively, i.e., X and y should be 0
<x <1 and 1 <y < K. The possible areas for
x and y are illustrated in (Figure 3) (a) We pick
x and y values as the corner point of the feasible
area that can reduce the delay of the class whose
relative delay is higher than that of the other class.

Next, the case of Aq;(n) <0 is considered. There
are two possible ways that satisfy the condition.
As the delay ratio should not be negative, two
cases, |Aq;(n) <a; and |Aq(n)] = «;, have differ-
ent solving procedures. First, the case of |Aq;(n)|
<« where delay ratio is not negative is touched.
Applying the same logic as in the case of Aq;(n)
>0, the area of x and y is 1<x<1/K and 0<y<1.
The values of x and y are determined to be a

corner point from possible values shown in (Fi-
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gure 3) (b).

Finally, the case of |Ag;(n)] = o; is considered.
The interpretation of this case is that the higher
class has much higher delay than lower class.
Since K becomes negative in this condition, X and
y are negative and positive respectively. Without

violating the relative ratio, K can be recalculated

fy, and K always satisfies the bound

as K=
T

K < 1. The other steps are the same as in the
case of |Ag(n)|<a;.

Descriptions of all cases are summarized at
equation (16).

(casel) A (n)>0
D (n+1) =D, (n)
D,(n+1)=K- D,(n)
(caseZ)Aal (n) <0 (16)
(case2—1)| Aey; (n)| < o
Dl+l

D;(n+1)=D,(n)
(case2—2)|Ae; (n)| = o

(n+1)=K-D,,,(n)

i

K= ,x<0,y>0
T—y

DHI(TL-‘rl):K-DHl(n)
Dj(nJrl):Dj(n)

With the values D, ,(n+1) and D, (n+1), we
can derive the service rate which is given by

equation (17).

B(t,)+ 3 Ay (n+1)

Dk(n+1)+§

7, (n+1) = L k=i, i+1 (17)

3. Implementation

The suggested algorithm is implemented with

VHDL on Xilinx Spartan XC3S1500 FPGA on the
test board shown in (Figure 4). It is mainly com—
posed of 10/100 Base T PHY/MAC and XPC860P
CPU.

KPCEROP CPU

110 FPGA

1100 Bage T BaseT | 10100 BaseT (¥illnx Spartan

AC5 1500)

Far MAL

PHY

(Figure 4) The test board for implemen-
ting the suggested algorithm

(Figure 5) shows the internal blocks for the
proportional delay differentiation algorithm. As it
handles only two classes, there are two FIFOs.
Clock Divide block divides 50 [MHz] clock to
generate 12.5 [MHz] clock for accommodate the
100 [Mbps] Ethernet signal with 8bits operations.
FIFO Write block accounts for generating the
Ethernet data and inserting it to the FIFO. Traffic
Measure block constantly measures the input
traffic rate and sends the measured traffic value
to Traffic Predict block. Traffic Predict block
predicts the traffic amount which will be arriving
for the next time slot and the predicted one is
sent to Service Rate Control block. Service Rate
Control block derives the service rate to FIFOs
from the delay differentiation algorithm which is
suggested in chapter II. Lastly, Performance Mea—
sure block calculates the average delay from mea-—
suring the difference between the arrival time

and the service time of the traffic.
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(Figure 5) The internal blocks for the
synthesized circuit

sros =lm=oios

(Figure 6) The synthesized circuit for
the suggested algorithm

The synthesized circuit is shown in (Figure 6)
where signals alpha_d and alpha_2d represent the
delay of class 1 and class 2 respectively. There-

fore the relative delay ratio for two classes is

given as a ratio of alpha_d and alpha_2d.
(Figure 7) and (Figure 8) are the post route
simulation results for the target delay ratio of 2
and 3 respectively. Referencing two signals, al—-
pha_d and alpha_2d, at the bottom of them show
that the delay ratio is about 2.2 and 3.2 respec—
tively. So, our proportional delay differentiation

algorithm meets the target delay.

]
B S0t e Do ot oo Mt

388 180A 11 4N

(Figure 7) Post route simulation result
(target delay ratio = 2: 1)

4. Conclusion

In this paper, a delay differentiation algorithm
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(Figure 8) Post route simulation result
(target delay ratio = 3: 1)

that achieves proportional QoS provisioning is
proposed. The main feature of this algorithm is
that it continually adjusts the target delay with
reference to the traffic prediction deviation in
previous time section.

It has founded that the suggested scheme per—
forms well in terms of achieving proportional and
absolute QoS provisioning. In addition, it shows
superior adaptability to the traffic fluctuation in
comparison with conventional approach, and it
presents a feasible approach to future Internet
where QoS differentiation is essentially required

and bursty traffic is prevailed.
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