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Partial Discharge Pattern Recognition of Cast Resin Current 
Transformers Using Radial Basis Function Neural Network 
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Abstract – This paper proposes a novel pattern recognition approach based on the radial basis 
function (RBF) neural network for identifying insulation defects of high-voltage electrical apparatus 
arising from partial discharge (PD). Pattern recognition of PD is used for identifying defects causing 
the PD, such as internal discharge, external discharge, corona, etc. This information is vital for 
estimating the harmfulness of the discharge in the insulation. Since an insulation defect, such as one 
resulting from PD, would have a corresponding particular pattern, pattern recognition of PD is 
significant means to discriminate insulation conditions of high-voltage electrical apparatus. To verify 
the proposed approach, experiments were conducted to demonstrate the field-test PD pattern 
recognition of cast resin current transformer (CRCT) models. These tests used artificial defects created 
in order to produce the common PD activities of CRCTs by using feature vectors of field-test PD 
patterns. The significant features are extracted by using nonlinear principal component analysis 
(NLPCA) method. The experimental data are found to be in close agreement with the recognized data. 
The test results show that the proposed approach is efficient and reliable. 
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1. Introduction 
 

PD measurement and pattern recognition are important 
tools for improving the reliability of high-voltage 
insulation systems [1]. The pattern recognition of PD aims 
to identify potential insulation defects from the measured 
data, and the potential defects can then be used for 
estimating the risk of insulation failure in high-voltage 
electrical apparatus. 

In the presence of a sufficiently strong electric field, a 
sudden local displacement of electrons and ions will lead to 
a PD if a defect in an insulator exists. A PD event that 
occurs in the epoxy resin insulator of high-voltage 
electrical apparatus would have harmful effects on 
insulation that may finally cause power system blackout. A 
defect in high-voltage electrical apparatus, resulting in PD, 
will have a corresponding particular pattern, and so pattern 
recognition of PD is a significant technique for evaluating 
the condition of the insulation in high-voltage electrical 
apparatus [2]. 

Because there has been substantial progress in the 
physical understanding of PD during the last decade, this 
knowledge can now be exploited to support the 
interpretation of insulation defects. Recently, several 
methods have been employed for the pattern recognition of 
PD, including neural network, expert systems, self 
organizing maps, wavelet analysis, and the grey clustering 

method. 
The application of neural network to pattern recognition 

and system identification has become a major trend in fault 
diagnosis [3]. Neural network have been applied for PD 
classification of epoxy resin power transformer, PD pattern 
recognition of current transformers, and PD monitoring 
technique of gas insulated substation. Although the speed 
of neural network allows real-time operation with 
comparable accuracy, the training process of multilayer 
neural network is often very slow, and the training data 
must be sufficient and compatible. 

The recognition of PD pattern and the evaluation of 
insulation performance are relatively complicated, a task 
which often must be completed by decision tree method. 
Decision tree method for the diagnostics of SF6 
decomposition products have been developed [4]. 

In contrast to other clustering mapping methods for 
unsupervised data, the mapping relationship of a self 
organizing map can be highly nonlinear, directly showing 
the similar input vectors in the source space by points close 
to the two-dimensional target space. Along with the 
similarity of the input data, a self organizing map may lead 
to classification results, and this technique has been applied 
for PD pattern recognition of CRCT [5]. 

The wavelet analysis method is a useful tool in fault 
detection and de-noising, and this method has also been 
applied to analysis of power transformer partial discharge 
signals [6]. Grey system theory is a useful methodology for 
systems with incomplete information. Grey relational 
analysis can be used to analysis the relationships between 
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one major sequence and the other comparative ones in a 
given set. The application of grey clustering approach has 
been proposed for recognizing partial discharge patterns of 
the high-voltage equipment [7]. 

In this paper the PD patterns are measured using a 
commercial PD detector. A set of features, used as 
operators, for each PD pattern is extracted through 
statistical schemes. The significant features of statistical 
operators are extended extracted by using the NLPCA 
scheme. After feature extraction, this paper proposes the 
application of RBF neural network to recognize partial 
discharge patterns of CRCT. 

This paper is organized as follows. Creation of the PD 
pattern dataset and the extraction of phase-related 
distributions are described in Section 2. The algorithm of 
statistical feature extraction is described in Section 3. The 
NLPCA features extraction algorithm is described in 
Section 4. The principles of RBF neural network and the 
operation flowchart of the proposed pattern recognition 
scheme are given in the next section. The experimental 
results and the analysis using 250 sets of field-test PD 
patterns from high-voltage CRCTs are presented in Section 
6. From the test results, the effectiveness of the proposed 
scheme to improve the recognition accuracy has been 
demonstrated. The paper is concluded in Section 7. 

 
 

2. PD Patterns Database Creation 
 
In order to investigate the PD features and to verify the 

classification capabilities of the proposed RBF neural 
network based pattern recognition approach for different 
PD types commonly occurring in high-voltage electrical 
apparatus, a PD dataset is needed. The PD dataset for this 
study was collected from laboratory PD tests on a series of 
model CRCTs. The materials and process used to 
manufacture these high-voltage CRCTs were exactly the 
same as that of making the field equipment. 

The appearance of a 12kV, 40VA model CRCT is shown 
in Fig. 1. Five types of experimental models with artificial 
defects embedded were made to produce five common PD 
events in the CRCT. The five PD activities include (1) 
normal PD activity in standard CRCT (NM); (2) internal 

cavity discharge caused by an air cavity inside the epoxy 
resin insulator on the high-voltage side (VH), as shown in 
Fig. 2; (3) internal cavity discharge caused by two cavities 
inside the epoxy resin insulator on the low-voltage side 
(VL), as shown in Fig. 3; (4) internal fissure discharge 
caused by an air fissure inside the epoxy resin insulator on 
the high-voltage side (FH), as shown in Figs. 4; and (5) 
internal discharge caused by a metal-line impurity inside 
the epoxy resin insulator on the high-voltage side (MH), as 
shown in Fig. 5. 

The PD events were detected by a PD detecting system 
set up in our laboratory. The structure of the PD detecting 
system is shown in Fig. 6. It includes a step-up transformer, 
capacitor coupling circuit, PD detector, and the CRCT 
under test. Through the testing processes, all the data 
measured were digitally converted in order to store them in 

 
Fig. 1. The appearance of model CRCT 

 
Fig. 2. VH on the high-voltage side of CRCT 

 

 
Fig. 3. VL on the low-voltage side of CRCT 

 

 
Fig. 4. FH on the high-voltage side of CRCT 
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the computer memory. 
Then, the phase-related distributions of PD derived from 

the original PD data are obtained in relation to the 
waveform of the field test high voltage. The high voltage in 
the field tests is assumed to be held constant and the 
voltage phase angle is divided into a suitable number of 
windows (blocks). The PD detecting system, shown in Fig. 
6, is used for acquisition of all the individual quasi-
integrated pulses and quantifying each of these PD pulses 
by their discharge magnitude (q), the corresponding phase 
angle (φ), at which PD pulses occur and the number of 
discharge (n) over the chosen block. The analysis software 
plots these data as functions of the phase positions. 

The three phase-related distributions refer to the peak 
pulse magnitude distribution Hqmax(φ), the average pulse 
magnitude distribution Hqn(φ), and the number of pulse 
distribution Hn(φ). The typical phase-related distributions 
of PD patterns for the four types of defects (VH, VL, FH, 
and MH) of the insulation models are shown in Figs. 7 to 
10, respectively. As shown in Figs. 7 to 10, the PD patterns 
of deferent defects display discriminative features. 

 

 
Fig. 7. Typical phase-related distributions of PD for VH  

 
Fig. 8. Typical phase-related distributions of PD for VL  
 

 
Fig. 9. Typical phase-related distributions of PD for FH  
 

 
Fig. 10. Typical phase-related distributions of PD for MH 

 
 

3. Statistical Feature Extraction 
 
In PD pattern recognition, feature extraction is a 

technique essential to reduce the dimension of the original 
data [8]. The features are intended to denote the 
characteristics of different PD statuses. Several statistical 
methods of feature extraction are described in this section, 
and five statistical operators are extracted from the phase-
related distributions. Definitions of the operators are 
described below. The profile of all these discrete 
distribution functions can be put in a general framework, 
i.e., yi = f (xi) [9]. 

The statistical operators of mean (μ) and variance (σ2) 
can be computed as follows: 
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Skewness (Sk) is extracted from each phase-related 

distribution of PD to denote the asymmetry of distribution. 
It can be expressed as: 

 
Fig. 5. MH on the high-voltage side of CRCT 

 

Fig. 6. System configuration of the PD detecting system
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Kurtosis (Ku) is extracted to describe the sharpness of 

distribution as: 
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In (3) and (4), xi is the statistical value in the phase 

window i, pi is the related probability of appearance. 
Peaks (Pe) count the number of peaks in the positive or 

negative half of a cycle of the distribution. 
Asymmetry (Da) represents the asymmetrical 

characteristic of partial pulses in positive and negative 
cycles. It can be expressed as: 
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where N- is the number of PD pulses in the negative 

cycle, N+ is the number of PD pulses in the positive cycle, 
qi

- is the amplitude of the PD pulse at the phase window i 
in the negative cycle, and qi

+ is the amplitude of the PD 
pulse at the phase window i in the positive cycle. 

Cross correlation factor (Cc) indicated the difference in 
sharp of the distributions in the positive and negative half 
cycles. Cc = 1 means that the sharps are totally symmetric 
and Cc = 0 means that sharps are totally asymmetric. The 
cross correlation factor can be expressed as: 
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where xi is the statistical value in the phase window i of the 
positive half cycle, yi is the statistical value in the 
corresponding window of the negative half cycle, and n is 
the number of phase windows per half cycle. 

Upon applying Sk, Ku and Pe to both positive and 
negative cycles of Hqmax(φ), Hqn(φ), and Hn(φ), a total of 18 
features can be extracted from a PD pattern.  However, 
upon applying Da and Cc to indicate the difference or 
asymmetry in positive and negative cycles of Hqmax(φ), 
Hqn(φ), and Hn(φ), a total of 6 features can be extracted 
from a PD pattern. Therefore, after the procedure of feature 
extraction, a feature set of 24 statistical features is built for 
each PD pattern. 

The use of statistical features rather than recording the 
distribution profiles can significantly reduce the dimension 
of the database. To a certain extent, they can be used for 
characterizing PD patterns with reasonable discrimination 
[10]. 

 

4. NLPCA Based Feature Extraction Scheme 
 
The statistical feature extraction methods were used to 

extract 24 statistical features for patterns. But since some 
of the statistical features are futile for pattern recognition, 
feature extraction is necessary in the PD pattern 
recognition to reduce dimension of original data and make 
effective discrimination of the statistical feature patterns 
for different PD status. In this paper, the significant 
features are extracted from statistical features by using the 
NLPCA scheme [11]. The NLPCA is based on the structure 
of dual multiplayer neural networks model (DMNN), 
which contains five layers of neurons, as shown in Fig. 11. 

In Fig. 11, the DMNN for NLPCA contains two 
subnetworks of mapping network and demapping network. 
The mapping from data space to feature space is referred to 
as the mapping network and the reverse mapping as the 
demapping network. The neurons at layers 1 and 3 of the 
network have sigmoid activation functions. 

In training, the output vector x’= [x1’,x2’,…..,xn’], where 
n is the number of the neurons at the output and input 
layers, is anticipated to approach to the input data vector x 
= [x1,x2,…..,xn] at the input layer. As noted, the input layer 
of the mapping network has neurons equal to the 
dimensionality of the input data. In this paper n is set to be 

Output Layer

Demapping 
Network

Layer 2
(Feature Layer)

Input Layer

Mapping 
Network

Layer 1

Layer 3

x1 xn-1 xn

x1' x2' xn'

f1 fm

Fig. 11. Architecture of the DMNN in the NLPCA 
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24 which is the number of statistical features. After the 
network is trained, the m neurons at layer 2 (feature layer) 
represent lower-dimensional nonlinear features f = 
[f1,f2,…..,fm] extracted from the input data set. 

The NLPCA attempts to find the mappings from 
multidimensional data space to lower-dimensional feature 
space. In the process, the reconstruction error between 
input x and output x’ of the dual networks is minimized 
[12]. 

 

 2'xxJ −=   (7) 

 
The whole network, consisting of the dual networks in 

the NLPCA, is an auto-associative network where the 
output vector corresponds to the input vector. The main 
advantage of NLPCA over principal component analysis is 
that NLPCA has the ability to stand for nonlinear 
relationships among the data set of variables. 

 
 
5. RBF Neural Network Based PD Pattern  

Recognition Approach 
 
The RBF neural network is a useful methodology for 

systems with incomplete information. It can be used to 
analyze the relationships between one major sequence and 
the other comparative ones in a given set. In this section, 
the algorithms of RBF neural network and the RBF neural 
network-based PD pattern recognition scheme are 
described. The PD recognition through a RBF neural 
network in multidimensional feature space is also validated 
on the basis of the features extracted by the NLPCA 
scheme, as mentioned above. 

 
5.1 Principals of RBF neural network 

 
The RBF neural network is a forward network models 

with universal approximation capabilities, and which is 
employed to approximate the function [13]. It is a multi-
input, multi-output system consisting of an input layer, a 
hidden layer, and an output layer. During data processing, 
the hidden layer performs nonlinear transforms for the 
feature extraction and the output layer gives a linear 
combination of output weights [14]. The structure is shown 
in Fig. 12. 

The network actually performs a nonlinear mapping 
from the input space Rd to the output space Rn. The 
mapping relationship between input vector and output 
vector of RBF neural network is based on the following 
function: 
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where input vector x i ={xi, for i = 0,1,2,…,d-1}, output 
vector o i  = {oi, for i = 0,1,2,…,n-1}. 

Each hidden neuron computes a Gaussian function in the 
following equation 
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where μj and σj are, respectively, the center and the width 
of the Gaussian potential function of the jth neuron in the 
hidden layer. 

Each output neuron of the RBF neural network 
computes a linear function in the following form: 
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where ok is output of the kth node in the output layer, wkj is 
weight between  jth node in the hidden layer and kth node 
in the output layer, )(xh j  is output from the jth node in the 
hidden layer, θk is bias of the kth node in the output layer. 

 
5.2 Training procedure of RBF neural network 

 
The training procedure of RBF neural network is 

composed of a two-step decomposition: estimating μj and 
σj and estimating the weights between the hidden layer and 
output layer. The procedure of μj and σj estimation is 
described briefly in the following steps: 

Step 1  Take any point μj and its associated width σj 
(initially σj = 0); 

Input Layer Hidden Layer Output Layer

O0

On-1

O1

X0

X1

X2

X3

Xd-1

h0

h1

h2

hg-1

 
Fig. 12. Architecture of the RBF neural network system
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Step 2 Use the Euclidean distance to find the nearest point 
μl of the same class;  

Step 3 Compute the mean of these two points to obtain a 
new point with its associated width by using 
following equation jlj σμμσ += 2/),( ; 

Step 4 Compute the distance D from the new mean to the 
nearest point of all other classes; 

Step 5 If D < 2σ, then accept the merge of μj and μl and 
start again from Step 2; if D ≥ 2σ,, reject the merge 
and recover the two original points and their widths, 
restart from Step 1; 

Step 6 Repeat Steps 1–5 until all clusters of each class are 
used. 

The procedure of estimating the weights between the 
hidden and output layer is described briefly as follows. 
After the Gaussian function centres and widths are 
computed from training vectors, the connection weights 
between the hidden and output layers can be calculated 
using the pseudo-inverse matrix method. 

5.3 RBF neural network based PD pattern recogni-
zing procedure 

 
The proposed PD pattern recognition scheme based on 

RBF neural network has been successfully implemented 
using PC-based software for the PD recognition. The 
overall flowchart is shown in Fig. 13, and the proposed 
recognition scheme is described briefly in the following 
steps: 

Step 1 Create data base of the phase-related distributions of 
PD patterns; 

Step 2 Extract the statistical features from phase-related 
distributions; 

Step 3 Extract the significant features from statistical 
features by using the NLPCA scheme; 

Step 4 Prepare the training set for the RBF neural network; 
Step 5 Use the training set to train the RBF neural network 

for PD pattern recognition;  
Step 6 Save the Gaussian functions centres, widths and 

connection weights between the hidden and output 
layers of trained RBF neural network when the 
training procedure is finished; 

Step 7 Use the trained RBF neural network to identify the 
defect types of PD patterns. 

Even though a conclusion may review the main results 
or contributions of the paper, do not duplicate the abstract 
or the introduction. For a conclusion, you might elaborate 
on the importance of the work or suggest the potential 
applications and extensions. 

 
 

6. Experiment Results 
 
To verify the proposed approach, a practical experiment 

is conducted to demonstrate the effectiveness of the PD 
pattern recognition scheme. The experimental tests were 
carried out on model CRCTs. The test results show that the 
proposed approach is able to accurately recognize the 
testing defects. 

Five types of experimental models with artificial defects 
are purposely embedded to produce five common PD 
events in CRCT. The proposed approach has been 
implemented according to the field-test PD patterns 
collected from our laboratory. The input data for this PD 
recognition system are the peak pulse magnitude 
distribution Hqmax(φ), the average pulse magnitude 
distribution Hqn(φ), and the number of pulse distributions 
Hn(φ). 

Associated with their real defect types, there are a total 
of 250 sample data for different PD events. Each PD event 
contains 50 patterns of sample data, of which 30 patterns 
are training data and 20 patterns are testing data. 

Statistical feature extraction methods are used to extract 
24 statistical features for each pattern. Upon applying Sk, 
Ku, Pe, Da and Cc to both positive and negative cycles of 

Start

Stop

Prepare the Training Set 

Initial Setting the RBF 
Neural Network

Training the RBF Neural 
Network

PD Pattern Recognition
for Equipments

 Training Procedure 
Finished ?

Yes

No

Save the Trained RBF 
Neural Network 

Statistical Features 
Extraction

Features Extraction Using 
NLPCA Scheme

PD Patterns Data Base 
Creation

 
Fig. 13. Flowchart of the RBF neural network based

recognition scheme 
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Hqmax(φ), Hqn(φ), and Hn(φ), a total of 24 statistical features 
have been extracted from a PD pattern. The significant 
features are extracted from statistical features by using the 
NLPCA scheme. There are 10 extracted features for feature 
vector extracted from 24 statistical features using the 
NLPCA scheme in this experiment. After the feature 
extraction process, all the features in the feature vectors 
were normalized to set up the training sets. 

After setting up the training sets, the training procedure 
of RBF neural network was started. The training data 
consist of 150 feature vectors, which are randomly chosen 
from the 250 feature vectors of sample data. The remaining 
100 feature vectors were used as the testing data. 

To verify the training results of RBF neural network, the 
training data were applied to the trained RBF neural 
network again. Table 1 shows the test results of the training 
data. The data in Table 1 show that the proposed approach 
has 100% accuracy for the 150 training feature vectors, 
because the training process of RBF neural network was 
stop under the error is lower than 0.0001. Table 2 
demonstrates the promising performance when 100 testing 
patterns were tested. Table 2 shows that among the 100 
testing patterns, there were only 3 errors of recognition, 
one for VH, one for FH, and the other for MH defects. The 
total accuracy rate of 100 testing patterns is 97%. 

 
 

7. Conclusion 
 
This paper has proposed an RBF neural network based 

pattern recognition technique for PD of high-voltage 
equipment. The effectiveness of the proposed technique 
has been verified using experimental results. It has been 
shown that through the NLPCA feature extraction 
procedure, the extracted feature vectors can significantly 
reduce the size of the PD pattern database. In addition, the 
PD pattern recognition scheme, based on RBF neural 
network is very effective for clustering the defects of high-

voltage equipment. The content of PD dataset influences 
the accuracy of pattern recognition. To further improve the 
recognition accuracy of the proposed approach, more 
extensive PD dataset creation methods will be examined in 
future studies. 
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