
KYUNGPOOK Math. J. 55(2015), 997-1030

http://dx.doi.org/10.5666/KMJ.2015.55.4.997

pISSN 1225-6951 eISSN 0454-8124

c⃝ Kyungpook Mathematical Journal

Existence and Non-Existence of Positive Solutions of BVPs
for Singular ODEs on Whole Lines

Yuji Liu∗

Department of Mathematics, Guangdong University of Finance and Economics,
Guangzhou 510320, P. R. China
e-mail : liuyuji888@sohu.com

Pinghua Yang
Department of Basic Courses, Shijiazhuang Mechanical Engineering College, Shiji-
azhuang 050000, P. R. China
e-mail : pinghua_yang@sohu.com

Abstract. This paper is concerned with integral type boundary value problems of second

order singular differential equations with quasi-Laplacian on whole lines. Sufficient con-

ditions to guarantee the existence and non-existence of positive solutions are established.

The emphasis is put on the non-linear term [Φ(ρ(t)x′(t))]′ involved with the nonnegative

singular function ρ and the singular nonlinearity term f in differential equations. Two

examples are given to illustrate the main results.

1. Introduction

Nonlocal boundary value problems for ordinary differential equations (ODEs)
was initiated by Il’in and Moiseev [14]. Since then, more general nonlocal bound-
ary value problems (BVPs) were studied by several authors, see the text books
[1, 11, 13], the papers [21], and the survey papers [16, 17] and the references cited
there. In recent years, the study on existence of positive solutions of nonlocal
boundary value problems for second order ordinary differential equations on whole
real lines seem to be developed [2, 4, 3, 5, 6, 22].

Differential equations governed by nonlinear differential operators have been
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widely studied. In this setting the most investigated operator is the classical
p−Laplacian, that is Φp(x) = |x|p−2x with p > 1, which, in recent years, has been
generalized to other types of differential operators, that preserve the monotonicity
of the p−Laplacian, but are not homogeneous. These more general operators, which
are usually referred to as Φ−Laplacian (or quasi-Laplacian), are involved in some
models, e.g. in non-Newtonian fluid theory, diffusion of flows in porous media, non-
linear elasticity and theory of capillary surfaces. The related nonlinear differential
equation has the form

[Φ(x′)]′ = f(t, x, x′), t ∈ R,

where Φ : R → R is an increasing homeomorphism such that Φ(0) = 0. More
recently, equations involving other types of differential operators have been studied
from a different point of view arising from other types of models, e.g. reaction
diffusion equations with non-constant diffusivity and porous media equations.

In recent years, the existence of solutions of boundary value problems of the
differential equations governed by nonlinear differential operators has been studied
by many authors, see [9, 10, 12, 6, 8, 18, 19] and the references therein. Calamai
[7], Cupini, Marcelli and Papalini [9, 10], Marcelli [18, 19], liu [15] and Marcelli and
Papalini [20] discussed the solvability of some strongly nonlinear boundary value
problem.

Motivated by mentioned papers, we consider the following boundary value prob-
lem for second order singular differential equation on the whole line

(1.1)


[Φ(ρ(t)x′(t))]′ + f(t, x(t), x′(t)) = 0, a.e., t ∈ R,

α lim
t→−∞

x(t)− β lim
t→−∞

ρ(t)x′(t) =
+∞∫
−∞

g(s, x(s), x′(s))ds,

γ lim
t→+∞

x(t) + δ lim
t→+∞

ρ(t)x′(t) =
+∞∫
−∞

h(s, x(s), x′(s))ds,

where

(a) α ≥ 0, γ ≥ 0, β ≥ 0, δ ≥ 0 are constants with

σ = αδ + αγ

+∞∫
−∞

1

ρ(s)
ds+ βγ > 0,

(b) f, g, h defined on R× [0,+∞)×R are nonnegative Caratheodory functions,

(c) ρ ∈ C0(R, [0,∞)) with ρ(t) > 0 for all t ̸= 0 (may be singular at t = 0)
satisfying

+∞∫
−∞

1
ρ(s)ds < +∞.

(d) Φ is an odd increasing continuous function and Φ maps R onto itself and
there is an increasing function ν : [0,+∞) → [0,+∞) such that Φ(xy) ≥
ν(x)Φ(y), x, y ≥ 0.
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Remark 1.1. If Φ satisfies (d), the inverse function of Φ is denoted by Φ−1 : R→ R
and the inverse function of ν denoted by ν−1 : [0,+∞) → [0,+∞), then Φ−1 and
ν−1 satisfy that Φ−1(xy) ≤ ν−1(x)Φ−1(y), x, y ≥ 0.

Remark 1.2. One dimensional p−Laplacian operator Φp(s) = |s|p−2s with p > 1
satisfies (d). One sees that the inverse function of Φ is Φ−1

p (x) = Φq(x) with q

satisfying 1
p +

1
q = 1 and ν(s) = Φp(s) and ν

−1(s) = Φ−1
p (s). The following function

Φ(s) =
m∑
i=1

ciΦpi(s), pm > pm−1 > · · · > p1 > 1, ci > 0, i = 1, 2, · · · ,m satisfies (d)

with ν(s) = min{spm+1, sp1+1} for s ≥ 0.
The purpose is to establish sufficient conditions for the existence and non-

existence of positive solutions of BVP(1.1). The results in this paper generalize
and improve some known ones since f in (1.1) is singular at t = 0 and the p-
Laplacian term [Φ(ρ(t)x′(t))]′ involved with the nonnegative function ρ that may
be singular at t = 0 and may satisfy ρ(0) = 0, ρ(−1) = 0 and ρ(1) = 0. Differ-
ent from [22, 6, 2, 3, 7, 4, 8], the existence and non-existence results on positive
solutions are obtained in this paper.

The main features of our paper are as follows. Firstly, compared with [12], we
establish the existence results of solutions of second order singular differential equa-
tion on the whole line with quasi-Laplacian operator. Secondly, we investigate the
existence of positive solutions by a different method and imposing growth condi-

tions on f, g, h. Thirdly, compared with [15], we consider the case
+∞∫
−∞

1
ρ(s)ds < +∞

in this paper while
+∞∫
−∞

1
ρ(s)ds = +∞ considered in [15]. The boundary conditions

in (1.1) generalize the corresponding ones in [15]. One sees that it is easy to define
a nonlinear operator T in [12, 15] while in this paper the operator T is defined
skillfully.

The remainder of this paper is organized as follows: the preliminary results are
given in Section 2, the existence result of positive solutions of BVP(1.1) is proved
in Section 3. Finally the non-existence results on positive solutions of BVP(1.1)
are presented in Section 4. Two examples are given to illustrate the main results
in Section 5.

2. Preliminary Results

In this section, we present some background definitions in Banach spaces see
[11] and state an important fixed point theorem see Theorem 2.2.11 in [13]. The
preliminary results are given too.

Definition 2.1. Let X be a real Banach space. The nonempty convex closed subset
P of X is called a cone in X if ax ∈ P for all x ∈ P and a ≥ 0 and x ∈ X and
−x ∈ X imply x = 0.

Definition 2.2. An operator T : X → X is completely continuous if it is continuous
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and maps bounded sets into relatively compact sets.

Definition 2.3. F is called a Carathédory function, that is

(i) t→ f
(
t, x, y

ρ(t)

)
is measurable on R for any x, y ∈ R,

(ii) (x, y) → f
(
t, x, y

ρ(t)

)
is continuous on R2 for a.e. t ∈ R,

(iii) for each r > 0, there exists nonnegative function ϕr ∈ L1(R) such that

|u|, |v| ≤ r implies
∣∣∣f (t, x, y

ρ(t)

)∣∣∣ ≤ ϕr(t), a.e. t ∈ R.

Lemma 2.1.([11],[13]) Let X be a real Banach space, P be a cone of X, Ω1,Ω2

be two nonempty bounded open sets of P with 0 ∈ Ω1 ⊆ Ω1 ⊆ Ω2. Suppose that
T : Ω2 → K is a completely continuous operator, and

(E1) Tx ̸= λx for all λ ∈ [0, 1) and x ∈ ∂Ω1, Tx ̸= λx for all λ ∈ (1,+∞) and
x ∈ ∂Ω2;

or

(E2) Tx ̸= λx for all λ ∈ (1,+∞) and x ∈ ∂Ω1, Tx ̸= λx for all λ ∈ [0, 1) and
x ∈ ∂Ω2.

Then T has at least one fixed points x ∈ Ω2 \ Ω1.

Choose

X =

x : R→ R :

x ∈∈ C0(R), ρx′ ∈ C0(R)
and there exist the limits

lim
t→−∞

x(t), lim
t→+∞

x(t)

lim
t→−∞

ρ(t)x′(t), lim
t→+∞

ρ(t)x′(t)

 .

For x ∈ X, define the norm of x by ||x|| = max

{
sup
t∈R

|x(t)|, sup
t∈R

ρ(t)|x′(t)|
}
. One

can prove that X is a Banach space with the norm ||x|| for x ∈ X.

Let σ be defined in (a). Denote

A0 =

γ
+∞∫
−∞

g(r, x(r), x′(r))dr − α
+∞∫
−∞

h(r, x(r), x′(r))dr

σ
,

A1 = −
+∞∫

−∞

f(s, x(s), x′(s))ds+Φ(−A0) , A2 = Φ(−A0) .
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Lemma 2.2. Suppose that (a)-(d) hold and x ∈ X. Then there exists a unique
Ax ∈ [A1, A2] such that

(2.1)

αδΦ−1(Ax) + αγ
+∞∫
−∞

1
ρ(s)Φ

−1

(
Ax +

+∞∫
s

f(r, x(r), x′(r))dr

)
ds

+βγΦ−1

(
Ax +

+∞∫
−∞

f(r, x(r), x′(r))dr

)

+γ
+∞∫
−∞

g(r, x(r), x′(t))dr − α
+∞∫
−∞

h(r, x(r), x′(t))dr = 0.

Furthermore, it holds that
(2.2)

|Ax| ≤
+∞∫
−∞

f(s, x(s), x′(s))ds+Φ

γ
+∞∫
−∞

g(r,x(r),x′(r))dr+α
+∞∫
−∞

h(r,x(r),x′(r))dr

σ

 .

Proof. Since x ∈ X and f, g, h are Carathéodory functions, we have ||x|| ≤ r < +∞,
and

+∞∫
−∞

f(r, x(r), x′(r))dr,
+∞∫
−∞

g(r, x(r), x′(r))dr,
+∞∫
−∞

h(r, x(r), x′(r))dr

converge. Let

G(c) = αδΦ−1(c) + αγ
+∞∫
−∞

1
ρ(s)Φ

−1

(
c+

+∞∫
s

f(r, x(r), x′(r))dr

)
ds

+βγΦ−1

(
c+

+∞∫
−∞

f(r, x(r), x′(r))dr

)

+γ
+∞∫
−∞

g(r, x(r), x′(t))dr − α
+∞∫
−∞

h(r, x(r), x′(t))dr.

It is easy to see from (a) that G(c) is strictly increasing on R. We find that

G (A1) ≤ αδΦ−1 (Φ(−A0)) + αγ
+∞∫
−∞

1
ρ(s)Φ

−1 (Φ(−A0)) ds+ βγΦ−1 (Φ(−A0))

+γ
+∞∫
−∞

g(r, x(r), x′(t))dr − α
+∞∫
−∞

h(r, x(r), x′(t))dr = 0.
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Similarly we find that

G (A2) ≥ αδΦ−1 (Φ(−A0)) + αγ
∞∫

−∞

1
ρ(s)Φ

−1 (Φ(−A0)) ds+ βγΦ−1 (Φ(−A0))

+γ
+∞∫
−∞

g(r, x(r), x′(t))dr − α
+∞∫
−∞

h(r, x(r), x′(t))dr = 0.

Hence there exists a unique Ax ∈ [A1, A2] such that (2.1) holds. It is easy to see
that (2.2) holds. The proof is complete. 2

Fix k > 0. Denote µ =
∫ −k

−∞
1

ρ(s)ds
(
2
∫ +∞
−∞

1
ρ(s)ds

)−1

. Let

P =
{
x ∈ X : x(t) ≥ 0 for all t ∈ R, min

t∈[−k,k]
x(t) ≥ µ sup

t∈R
x(t)

}
.

From (a), we have either α > 0 or γ > 0. Define the operator T on X by

(2.3) (Tx)(t) = Bx +
t∫

−∞

1
ρ(s)Φ

−1

(
Ax +

+∞∫
s

f(r, x(r), x′(r))dr

)
ds,

where Ax satisfies (2.1) and
(2.4)

Bx =



+∞∫
−∞

g(r,x(r),x′(t))dr+βΦ−1

(
Ax+

+∞∫
−∞

f(r,x(r),x′(r))dr

)
α for α > 0,

+∞∫
−∞

h(s,x(s),x′(s))ds−γ
+∞∫
−∞

1
ρ(s)

Φ−1

(
Ax+

+∞∫
s

f(r,x(r),x′(r))dr

)
ds−δΦ−1(Ax)

γ for α = 0.

Lemma 2.3. Suppose that (a)-(d) hold. Then

(i) T : P → X is well defined,

(ii) it holds that

(2.5)


[Φ(ρ(t)(Tx)′(t))]′ + f(t, x(t), x′(t)) = 0, t ∈ R,

α lim
t→−∞

(Tx)(t)− β lim
t→−∞

ρ(t)(Tx)′(t) =
+∞∫
−∞

g(s, x(s), x′(s))ds,

γ lim
t→+∞

(Tx)(t) + δ lim
t→+∞

ρ(t)(Tx)′(t) =
+∞∫
−∞

h(s, x(s), x′(s))ds,

(iii) T : P → P is completely continuous;

(iv) x ∈ X is a positive solution of BVP(1.1) if and only if x is a fixed point of
T in P .
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Proof. (i) For x ∈ P ⊂ X, by Lemma 2.2, both Ax and Bx are uniquely determined
respectively. So Tx is defined. We need to prove Tx ∈ X. Form (2.3), Tx ∈ C0(R)
and there exist the limits

lim
t→−∞

(Tx)(t) = Bx,

lim
t→+∞

(Tx)(t) = Bx +

+∞∫
−∞

1

ρ(s)
Φ−1

Ax +

+∞∫
s

f(r, x(r), x′(r))dr

 ds.

Furthermore,

(2.6) ρ(t)(Tx)′(t) = Φ−1

(
Ax +

∫ +∞

t

f(r, x(r), x′(r))dr

)
.

It is easy to see that then t → ρ(t)(Tx)′(t) is continuous on R. Then ρ(Tx)′ ∈
C0(R). Furthermore, there exist the limits

lim
t→−∞

ρ(t)(Tx)′(t) = Φ−1

Ax +

+∞∫
−∞

f(r, x(r), x′(r))dr

 ,

lim
t→+∞

ρ(t)(Tx)′(t) = Φ−1 (Ax) .

It follows that Tx ∈ X. Hence T : P → X is well defined.
(ii) From (2.3), (2.1) and (2.4), we get (2.5) easily.
(iii) First, we prove that T : P → P is well defined.
From (i), for x ∈ P , we have Tx ∈ X. From (ii), since f , g and h are nonnega-

tive, then

(2.7)


[Φ(ρ(t)(Tx)′(t)]′ = −f(t, x(t), x′(t)) ≤ 0, t ∈ R,
α lim

t→−∞
(Tx)(t)− β lim

t→−∞
ρ(t)(Tx)′(t) ≥ 0,

γ lim
t→+∞

(Tx)(t) + δ lim
t→+∞

ρ(t)(Tx)′(t) ≥ 0.

Then ρ(t)(Tx)′(t) is decreasing on R. If ρ(t)(Tx)′(t) > 0 for all t ∈ R, then Tx is
increasing on R. Hence

α lim
t→−∞

(Tx)(t) ≥ β lim
t→−∞

ρ(t)(Tx)′(t) ≥ 0.

Then lim
t→−∞

(Tx)(t) ≥ 0. Since Tx is increasing, then (Tx)(t) ≥ 0 for all t ∈ R. If

ρ(t)(Tx)′(t) < 0 for all t ∈ R, then Tx is decreasing on R. Hence

γ lim
t→+∞

(Tx)(t) ≥ −δ lim
t→+∞

ρ(t)(Tx)′(t) ≥ 0

Then lim
t→+∞

(Tx)(t) ≥ 0. Since Tx is decreasing, then (Tx)(t) ≥ 0 for all t ∈ R. If

there exists τ0 ∈ R such that ρ(τ0)(Tx)
′(τ0) = 0, then

[Φ(ρ(t)(Tx)′(t))]′ = −f(t, x(t), x′(t)) ≤ 0
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implies that ρ(t)(Tx)′(t) is decreasing on R. Hence ρ(t)(Tx)′(t) ≥ 0 for all t ∈
(−∞, τ0] and ρ(t)(Tx)

′(t) ≤ 0 for all t ∈ [τ0,+∞). Thus

α lim
t→−∞

(Tx)(t) ≥ β lim
t→−∞

ρ(t)(Tx)′(t) ≥ 0

implies lim
t→−∞

(Tx)(t) ≥ 0. Similarly we get

γ lim
t→+∞

(Tx)(t) ≥ −δ lim
t→+∞

ρ(t)(Tx)′(t) ≥ 0.

Then lim
t→+∞

(Tx)(t) ≥ 0. Since Tx(t) is increasing on (−∞, τ0] and decreasing on

[τ0,+∞), then (Tx)(t) ≥ 0 for all t ∈ R. From above discussion, we see

(2.8) (Tx)(t) ≥ 0 for all t ∈ R.

Now, we prove that (Tx)(t) is concave with respect to

τ = τ(t) =

t∫
−∞

1

ρ(s)
ds.

It is easy to see that τ ∈ C

(
R,

(
0,

+∞∫
−∞

1
ρ(s)ds

))
and

dτ

dt
=

1

ρ(t)
> 0.

Thus

(2.9)
d(Tx)

dt
=
d(Tx)

dτ

dτ

dt
=
d(Tx)

dτ

1

ρ(t)
.

It follows that

Φ

(
ρ(t)

d(Tx)

dt

)
= Φ

(
d(Tx)

dτ

)
.

Since d[Φ(ρ(t)(Tx)′(t))]
dt = −f(t, x(t), x′(t)) ≤ 0 and dτ

dt > 0, we get that d[Φ(ρ(t)(Tx)′(t))]
dτ

≤ 0 on

(
0,

+∞∫
−∞

1
ρ(s)ds

)
. Then d(Tx)

dτ is decreasing with respect to τ ∈

(
0,

+∞∫
−∞

1
ρ(s)ds

)
.

Hence (Tx)(t) is concave with respect to τ ∈

(
0,

+∞∫
−∞

1
ρ(s)ds

)
.

We need to prove that

(2.10) min
t∈[−k,k]

(Tx)(t) ≥ µ sup
t∈R

(Tx)(t).
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Since dτ
dt > 0 for all t ∈ R, there exists the inverse function of τ = τ(t). Denote the

inverse function of τ = τ(t) by t = t(τ).

Case 1. there exists τ0 ∈ R such that sup
t∈R

(Tx)(t) = (Tx)(τ0). One sees

min
t∈[−k,k]

(Tx)(t) = min {(Tx)(−k), (Tx)(k)} .

Denote

τ(+∞) =

+∞∫
−∞

1

ρ(s)
ds.

If min{(Tx)(−k), (Tx)(k)} = (Tx)(k) = (Tx)(t(τ(k))), note τ(−k) < 1, then for
t ∈ [−k, k], one has

(Tx)(t) ≥ (Tx)(t(τ(k)))

= (Tx)
(
t
(

τ(+∞)−τ(k)+τ(τ0)
τ(+∞)+τ(τ0)

τ(k)τ(+∞)
τ(+∞)−τ(−k)+τ(τ0)

+ τ(k)
τ(+∞)+τ(τ0)

τ(τ0)
))

.

Noting that τ(+∞) > τ(k) and (Tx)(t) is concave with respect to τ , then, for
t ∈ [−k, k],

(Tx)(t) ≥ τ(+∞)−τ(k)+τ(τ0)
τ(+∞)+τ(τ0)

(Tx)
(
t
(

τ(k)τ(+∞)
τ(+∞)−τ(k)+τ(τ0)

))
+ τ(k)

τ(+∞)+τ(τ0)
(Tx)

(
t (τ(τ0))

)
≥

k∫
−∞

1
ρ(s)ds

1

2
+∞∫
−∞

1
ρ(s)

ds

(Tx)(τ0)

≥
−k∫

−∞

1
ρ(s)ds

1

2
+∞∫
−∞

1
ρ(s)

ds

(Tx)(τ0) = µ sup
t∈R

(Tx)(t).

Similarly, if min{(Tx)(−k), (Tx)(k)} = (Tx)(−k) = (Tx)(t(τ(−k))), note τ(−k) <
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1, for t ∈ [−k, k], one has

(Tx)(t) ≥ (Tx)(t(τ(−k)))

= (Tx)
(
t
(

τ(+∞)+τ(τ0)−τ(−k)
τ(+∞)+τ(τ0)−τ(−k)

τ(+∞)τ(−k)
τ(+∞)+τ(τ0)

+ τ(−k)
τ(+∞)+τ(τ0)

τ(τ0)
))

≥ τ(+∞)+τ(τ0)−τ(−k)
τ(+∞)+τ(τ0)

(Tx)
(
t
(

τ(−k)τ(+∞)
τ(+∞)+τ(τ0)−τ(−k)

))
+ τ(−k)

τ(+∞)+τ(τ0)
(Tx) (t (τ(τ0)))

≥
−k∫

−∞

1
ρ(s)ds

1

2
+∞∫
−∞

1
ρ(s)

ds

(Tx)(τ0) > µ supt∈R(Tx)(t).

Hence (2.10) holds.
Case 2. sup

t∈R
(Tx)(t) = lim

t→−∞
(Tx)(t) or lim

t→+∞
(Tx)(t)). Choose τ0 ∈ R. By the

same methods used in Case 1, we get

min
t∈[−k,k]

(Tx)(t) ≥ µ(Tx)(τ0).

Let τ0 → −∞. We get

min
t∈[−k,k]

(Tx)(t) ≥ µ lim
t→−∞

(Tx)(t) = µ sup
t∈R

(Tx)(t) or µ lim
t→+∞

(Tx)(t)).

So (2.10) holds. From (2.8) and (2.10), we see Tx ∈ P . Hence T : P → P is well
defined.

Now we prove that T is completely continuous. The following five steps are
needed (Steps 1-2 imply that T : X → X is continuous and Steps 3-5 imply that T
maps bounded sets into relatively compact sets).

Step 1. we prove that the function Ax : X → R is continuous in x.
Let {xn} ∈ X with xn → x0 as n → ∞. Let {Axn}(n = 1, 2, . . . ,m) be

constants decided by equation

αδΦ−1(Axn) + αγ

+∞∫
−∞

1

ρ(s)
Φ−1

Axn +

+∞∫
s

f(r, xn(r), x
′
n(r))dr

 ds

+βγΦ−1

Axn +

+∞∫
−∞

f(r, xn(r), x
′
n(r))dr


+γ

+∞∫
−∞

g(r, xn(r), x
′
n(t))dr − α

+∞∫
−∞

h(r, xn(r), x
′
n(t))dr = 0,
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corresponding to xn(n = 0, 1, 2, . . . ). Since xn → x0 as n → ∞, there exists an
M > 0 such that ∥xn∥ ≤ M(n = 0, 1, 2, · · · ). The fact f, g, h are Carathédory
functions means there exists ϕM ∈ L1(R) such that

(2.11)

f(t, xn(t), x
′
n(t)) = f

(
t, xn(t),

1
ρ(t)ρ(t)x

′
n(t)

)
≤ ϕM (t), t ∈ R,

g(t, xn(t), x
′
n(t)) ≤ ϕM (t), t ∈ R,

h(t, xn(t), x
′
n(t)) ≤ ϕM (t), t ∈ R.

Then

(2.12)

∞∫
−∞

f(r, xn(r), x
′
n(r))dr ≤

∞∫
−∞

ϕM (r)dr <∞,

∞∫
−∞

g(r, xn(r), x
′
n(r))dr ≤

∞∫
−∞

ϕM (r)dr <∞,

∞∫
−∞

h(r, xn(r), x
′
n(r))dr ≤

∞∫
−∞

ϕM (r)dr <∞.

Let

A0,n =

γ
+∞∫
−∞

g(r, xn(r), x
′
n(r))dr − α

+∞∫
−∞

h(r, xn(r), x
′
n(r))dr

σ
.

So

Axn ∈

− ∞∫
−∞

f(r, xn(r), x
′
n(r))dr +Φ(−A0,n),Φ(−A0,n)


⊆

− ∞∫
−∞

ϕM (r)dr − Φ

γ + α

σ

+∞∫
−∞

ϕM (s)ds

 , Φ

γ + α

σ

+∞∫
−∞

ϕM (s)ds

 ,
which means that {Axn} is uniformly bounded. It follows that

+∞∫
−∞

1

ρ(s)

∣∣∣∣∣∣Φ−1

Axn +

+∞∫
s

f(r, xn(r), xn
′(r))dr

∣∣∣∣∣∣ ds
≤

+∞∫
−∞

1

ρ(s)
dsΦ−1

2

∞∫
−∞

ϕM (r)dr +Φ

γ + α

σ

+∞∫
−∞

ϕM (s)ds

 .
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Suppose that {Axn} does not converge to Ax0 . Then there exist two subse-
quences {Axnk

(1)} and {Axnk
(2)} of {Axn} with Axnk

(1) → c1 and Axnk
(2) → c2 as

k → ∞, but c1 ̸= c2. By the construction of Axn
, (n = 1, 2, . . . ), we have

αδΦ−1(Axnk
(1)) + αγ

+∞∫
−∞

1
ρ(s)Φ

−1

(
Axnk

(1) +
+∞∫
s

f(r, xnk
(1)(r), xnk

(1)′(r))dr

)
ds

+βγΦ−1

(
Axnk

(1) +
+∞∫
−∞

f(r, xnk
(1)(r), xnk

(1)′(r))dr

)

+γ
+∞∫
−∞

g(r, xnk
(1)(r), xnk

(1)′(t))dr − α
+∞∫
−∞

h(r, xnk
(1)(r), xnk

(1)′(t))dr = 0.

Let k → ∞, using Lebesgue’s dominated convergence theorem, the above equality
implies

αδΦ−1(c1) + αγ

+∞∫
−∞

1

ρ(s)
Φ−1

c1 + +∞∫
s

f(r, x0(r), x
′
0(r))dr

 ds

+βγΦ−1

c1 + +∞∫
−∞

f(r, x0(r), x
′
0(r))dr


+γ

+∞∫
−∞

g(r, x0(r), x
′
0(t))dr − α

+∞∫
−∞

h(r, x0(r), x
′
0(t))dr = 0.

Since {Ax0} is unique with respect to x0, we get c1 = Ax0 . Similarly, c2 = Ax0 .
Thus c1 = c2, a contradiction. So, for any xn → x0, one has Axn → Ax0 , which
means Ax : X → X is continuous.

Step 2. we show that T is continuous on X. Since Ax is continuous, then Bx

is continuous too. From the continuity of Ax and Bx, f is a Caratheodory function,
the result follows.

Step 3. we show that T is maps bounded subsets into bounded sets. Given a
bounded set D ⊆ X. Then, there exists M > 0 such that D ⊆ {x ∈ X : ∥x∥ ≤M}.
Then there exists ϕM ∈ L1(R) such that (2.19) and (2.20) hold by replacing xn by
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x. Similarly we have

|Ax| ≤
∞∫

−∞

ϕM (r)dr +Φ

γ + α

σ

+∞∫
−∞

ϕM (s)ds

 <∞,

|Bx| =

∣∣∣∣∣∣∣∣∣∣

+∞∫
−∞

g(r, x(r), x′(t))dr + βΦ−1

(
Ax +

+∞∫
−∞

f(r, x(r), x′(r))dr

)
α

∣∣∣∣∣∣∣∣∣∣
≤

+∞∫
−∞

ϕM (r)dr + βΦ−1

(
2

∞∫
−∞

ϕM (r)dr +Φ

(
γ+α
σ

+∞∫
−∞

ϕM (s)ds

))
α

.

Therefore,

|(Tx)(t)| =

∣∣∣∣∣∣Bx +

t∫
−∞

1

ρ(s)
Φ−1

Ax +

+∞∫
s

f(r, x(r), x′(r))dr

 ds

∣∣∣∣∣∣
≤

+∞∫
−∞

ϕM (r)dr + βΦ−1

(
2

∞∫
−∞

ϕM (r)dr +Φ

(
γ+α
σ

+∞∫
−∞

ϕM (s)ds

))
α

+

+∞∫
−∞

1

ρ(s)
dsΦ−1

2

∞∫
−∞

ϕM (r)dr +Φ

γ + α

σ

+∞∫
−∞

ϕM (s)ds


=: M1.

On the other hand, we have

ρ(t)|(Tx)′(t)| =

∣∣∣∣∣∣Φ−1

Ax +

∞∫
t

f(u, x(u), x′(u))du

∣∣∣∣∣∣
≤ Φ−1

2

∞∫
−∞

ϕM (r)dr +Φ

γ + α

σ

+∞∫
−∞

ϕM (s)ds

 =: r1.

Then

∥(Tx)∥ = max

{
sup
t∈R

|(Tx)(t)|, sup
t∈R

ρ(t)|(Tx)′(t)|
}
<∞.

So, {TD} is bounded.
Step 4. we prove that both {Tx : x ∈ D} and {ρ(Tx)′ : x ∈ D} are equi-

continuous on each finite subinterval on R.
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Let D ⊂ {x ∈ X : ||x|| ≤ M}. For any K > 0, t1, t2 ∈ [−K,K]with t1 ≤ t2
and x ∈ X , since f, g, h are Caratheodory functions, then there exists ϕM ∈ L1(R)
such that (2.11) and (2.12) hold by replacing xn by x. Then∣∣∣∣∣∣Ax +

+∞∫
t

f(r, x(r), x′(r))dr

∣∣∣∣∣∣ ≤ 2

∞∫
−∞

ϕM (r)dr +Φ

γ + α

σ

+∞∫
−∞

ϕM (s)ds

 =: r.

Since Φ−1(s) is uniformly continuous on [−r, r], then for each ϵ > 0 there exists µ >
0 such that |s1 − s2| < µ with s1, s2 ∈ [−r, r] implies that |Φ−1(s1)−Φ−1(s2)| < ϵ.

Since

|Φ(ρ(t1)(Tx)′(t1))− Φ(ρ(t2)(Tx)
′(t2))| =

∣∣∣∣∣∣
t1∫

t2

f(r, x(r), x′(r))dr

∣∣∣∣∣∣
≤

t2∫
t1

ϕM (r)dr → 0 uniformly as t1 → t2,

Then there exists σ > 0 such that |t2 − t1| < σ implies that |Φ(ρ(t1)(Tx)′(t1)) −
Φ(ρ(t2)(Tx)

′(t2))| < µ. Thus |t1 − t2| < σ implies that

(2.13) |ρ(t1)(Tx)′(t1)− ρ(t2)(Tx)
′(t2)| =

|Φ−1(Φ(ρ(t1)(Tx)
′(t1)))− Φ−1(Φ(ρ(t2)(Tx)

′(t2)))| < ϵ.

On the other hand, we have

|(Tx)(t1)− (Tx)(t2)| ≤
t2∫

t1

1

ρ(s)
dsΦ−1

2

∞∫
−∞

ϕM (r)dr +Φ

γ + α

σ

+∞∫
−∞

ϕM (s)ds

→ 0 uniformly as t1 → t2.

Then there exists σ2 > 0 such that |t1 − t2| < σ2 implies

(2.14) |(Tx)(t1)− (Tx)(t2)| < ϵ.

Then (2.11) and (2.12) imply both {Tx : x ∈ D} and {ρ(Tx)′ : x ∈ D} are
equi-continuous on [−K,K]. So both {Tx : x ∈ D} and {ρ(Tx)′ : x ∈ D} are
equi-continuous on each finite subinterval on R.

Step 5. we show that both {Tx : x ∈ D} and {ρ(Tx)′ : x ∈ D} are equicon-
vergent at +∞ and −∞ respectively.
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Since

|Φ(ρ(t)(Tx)′(t))−Ax| =

∣∣∣∣∣∣
∞∫
t

f(r, x(r), x′(r))dr

∣∣∣∣∣∣ ≤
∞∫
t

ϕM (r)dr → 0

uniformly as t→ ∞, we get similarly that

|ρ(t)(Tx)′(t)− Φ−1(Ax)| → 0 uniformly as t→ ∞.

In fact, for any ϵ > 0, there exists σ1 > 0 such that |s1 − s2| < σ1 implies that
|Φ−1(s1) − Φ−1(s2)| < ϵ

2 . So there exists T1,ϵ > 0 such that t > T1,ϵ implies that
|Φ(ρ(t)(Tx)′(t))−Ax| < σ1. Hence

|ρ(t)(Tx)′(t)− Φ−1(Ax)| = |Φ−1
(
Φ(ρ(t)(Tx)′(t))

)
− Φ−1(Ax)| <

ϵ

2
, t > T1,ϵ.

Then
|ρ(t1)(Tx)′(t1)− ρ(t2)(Tx)

′(t2)| < ϵ, t1, t2 > T1,ϵ.

On the other hand, we have∣∣∣∣∣∣(Tx)(t)−Bx −
+∞∫

−∞

1

ρ(s)
Φ−1

Ax +

+∞∫
s

f(r, x(r), x′(r))dr

 ds

∣∣∣∣∣∣
≤

+∞∫
t

1

ρ(s)
dsΦ−1

2

∞∫
−∞

ϕM (r)dr +Φ

γ + α

σ

+∞∫
−∞

ϕM (s)ds


→ 0 uniformly as t→ +∞.

Then there exists T2,ϵ > 0 such that

|(Tx)(t1)− (Tx)(t2)| < ϵ, t > T2,ϵ.

Hence {ρ(Tx)′ : x ∈ D} and {Tx : x ∈ D} are equiconvergent at +∞.
Similarly we can prove that both {Tx : x ∈ D} and {ρ(Tx)′ : x ∈ D} are

equiconvergent at −∞. The details are omitted.
From Steps 3-5, we see tht T maps bounded sets into relatively compact sets.
Therefore, the operator T : P → P is completely continuous. The proof of (iii)

is complete.
(iv) It is easy to see that x ∈ X is a positive solution of BVP(1.1) if and only

if x is a fixed point of T in P . The proof of (iv) is complete. Thus the proof of
Lemma 2.3 is ended. 2

3. Existence of Positive Solutions

In this section we establish existence result on positive solutions of BVP(1.1).
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For ease expression, for nonnegative function ϕ ∈ L1(R) and nonnegative con-
stants L1, L2 and a, b, denote

M0 = max


ν


0∫

−k

1
ρ(s)

Φ−1

(
0∫
s

ϕ(r)dr

)
ds

a




−1

,

ν
 k∫

0

1
ρ(s)

Φ−1

(
s∫
0

ϕ(r)dr

)
ds

a

−1
 ,

W0 = max


ν

Φ−1

(
0∫

−∞
ϕ(r)dr

)
L1




−1

,

ν
Φ−1

(
+∞∫
0

ϕ(r)dr

)
L1




−1  ,

E0 = min



ν

 b β
α

+
+∞∫
−∞

1
ρ(s)

ds

Φ−1

2
+∞∫
−∞

ϕ(r)dr+Φ

 γ
σ

+∞∫
−∞

ϕg(r)dr+α
σ

+∞∫
−∞

ϕh(r)dr

+ 1
α

+∞∫
−∞

ϕg(r)dr

 ,

ν

 L2

Φ−1

2
+∞∫
−∞

ϕ(r)dr+Φ

 γ
σ

+∞∫
−∞

ϕg(r)dr+α
σ

+∞∫
−∞

ϕh(r)dr






if α > 0 and

E0 = min



ν

 b(
δ
γ +2

+∞∫
−∞

1
ρ(s)

ds

)
Φ−1

(
2

+∞∫
−∞

ϕ(r)dr+Φ

(
γ
σ

+∞∫
−∞

ϕg(r)dr

))
+ 1

γ

+∞∫
−∞

ϕh(r)dr

 ,

ν

 L2

Φ−1

(
2

+∞∫
−∞

ϕ(r)dr+Φ

(
γ
σ

+∞∫
−∞

ϕg(r)dr

))



if α = 0.

Theorem 3.1. Suppose that (a)-(d) hold and there exist nonnegative function
ϕ, ϕg, ϕh ∈ L1(R) and nonnegative constants L1, L2 and a, b such that L1 < L2 and
a < b and

f
(
t, u, v

ρ(t)

)
≥M0ϕ(t), t ∈ [−k, k], u ∈ [µa, a], v ∈ [−L1, L1];

f
(
t, u, v

ρ(t)

)
≥W0ϕ(t), t ∈ R, u ∈ [0, a], v ∈ [−L1, L1],

f
(
t, u, v

ρ(t)

)
≤ E0ϕ(t), t ∈ R, u ∈ [0, b], v ∈ [−L2, L2],

g
(
t, u, v

ρ(t)

)
≤ 1

ν−1(1/E0)
ϕg(t), t ∈ R, u ∈ [0, b], v ∈ [−L2, L2],

h
(
t, u, v

ρ(t)

)
≤ 1

ν−1(1/E0)
ϕh(t), t ∈ R, u ∈ [0, b], v ∈ [−L2, L2].
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If E0 > max{M0,W0}, then BVP(1.1) has at least one positive solution x satisfying

(3.1) a ≤ sup
t∈R

x(t) ≤ b, 0 < sup
t∈R

ρ(t)|x′(t)| ≤ L2

or

(3.2) 0 < sup
t∈R

x(t) ≤ b, L1 ≤ sup
t∈R

ρ(t)|x′(t)| ≤ L2.

Proof. Let X, P and the operator T be defined in section 2. By (2.3) (the definition
of T ), (2.1) and (2.8), then (2.10) holds. By Lemma 2.3, T : P → P is completely
continuous. x is a positive solution of BVP(1.1) if and only if x is a fixed point the
T in P . By (d) and Remark 1.1, we have

Φ−1(uv) ≤ ν−1(u)Φ−1(v), Φ−1(uv) ≥ Φ−1(v)

ν−1(1/u)
, u, v > 0.

Define

ξ(x) = sup
t∈R

x(t), t ∈ R, η(x) = sup
t∈R

ρ(t)|x′(t)|, t ∈ R,

Ω1 = {x ∈ P : ξ(x) < a, η(x) < L1} , Ω2 = {x ∈ P : ξ(x) < b, η(x) < L2} .

It is easy to see that ξ and η are continuous functionals and Ω1 and Ω2 are bounded
nonempty open subsets of P and

ξ(x), η(x) ≤ ||x|| = max{ξ(x), η(x)}.

To apply (E1) in Lemma 2.1, we do the following two steps:

Step 1. We prove that

(3.3) Tx ̸= λx for all λ ∈ [0, 1) and x ∈ ∂Ω1.

Let

C1 = {x ∈ P : ξ(x) = a, η(x) ≤ L1},
D1 = {x ∈ P : ξ(x) ≤ a, η(x) = L1},
C2 = {x ∈ P : ξ(x) = b, η(x) ≤ L2},
D2 = {x ∈ P : ξ(x) ≤ b, η(x) = L2}.

Sub-step 1.1. For x ∈ C1, we prove that ξ(Tx) ≥ a.
In fact, x ∈ C1 implies that

µa ≤ x(t) ≤ a, t ∈ [−k, k], −L1 ≤ ρ(t)x′(t) ≤ L1.
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Then we get

f(t, x(t), x′(t)) = f

(
t, x(t),

ρ(t)x′(t)

ρ(t)

)
≥M0ϕ(t), t ∈ [−k, k].

We consider three cases:

Case 1. ρ(t)(Tx)′(t) > 0 for all t ∈ R. In this case, we have from (2.8) (Tx)(t) ≥ 0
for all t ∈ R. Then Bx ≥ 0 and Ax ≥ 0. So

ξ(Tx) = Bx +

t∫
−∞

1

ρ(s)
Φ−1

Ax +

+∞∫
s

f(r, x(r), x′(r))dr

 ds

≥
t∫

−∞

1

ρ(s)
Φ−1

 +∞∫
s

f(r, x(r), x′(r))dr

 ds

≥
k∫

−k

1

ρ(s)
Φ−1

 k∫
s

f(r, x(r), x′(r))dr

 ds

≥
k∫

−k

1

ρ(s)
Φ−1

 k∫
s

ϕ(r)M0dr

 ds

≥
0∫

−k

1

ρ(s)
Φ−1

 0∫
s

ϕ(r)M0dr

 ds

≥
0∫

−k

1

ρ(s)

Φ−1

(
0∫
s

ϕ(r)dr

)
ds

ν−1(1/M0)

≥ a.

Case 2. ρ(t)(Tx)′(t) < 0 for all t ∈ R. In this case, we have from (2.8) (Tx)(t) ≥ 0
for all t ∈ R. Furthermore we have lim

t→+∞
(Tx)(t) ≥ 0 and lim

t→−∞
ρ(t)(Tx)′(t) ≤ 0.
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Then

ξ(Tx) = sup
t∈R

(Tx)(t)

= sup
t∈R

[
lim

t→+∞
(Tx)(t)

−
+∞∫
t

1

ρ(s)
Φ−1

 lim
t→−∞

ρ(t)(Tx)′(t)−
s∫

−∞

f(r, x(r), x′(r))dr

 ds


≥ sup

t∈R

− +∞∫
t

1

ρ(s)
Φ−1

−
s∫

−∞

f(r, x(r), x′(r))dr

 ds


≥

k∫
−k

1

ρ(s)
Φ−1

 s∫
−k

f(r, x(r), x′(r))dr

 ds

≥
k∫

0

1

ρ(s)
Φ−1

 s∫
0

f(r, x(r), x′(r))dr

 ds

≥
k∫

0

1

ρ(s)

Φ−1

(
s∫
0

ϕ(r)dr

)
ds

ν−1(1/M0)
≥ a.

Case 3. there exists τ0 ∈ R such that ρ(τ0)(Tx)
′(τ0) = 0. In this case we have

lim
t→−∞

(Tx)(t) ≥ 0 and lim
t→+∞

(Tx)(t) ≥ 0. Then

ρ(t)(Tx)′(t) =


Φ−1

(
−

t∫
τ0

f(r, x(r), x′(r))dr

)
, t ≥ τ0,

Φ−1

(
τ0∫
t

f(r, x(r), x′(r))dr

)
, t ≤ τ0.

So

(Tx)(t) =


lim

t→+∞
(Tx)(t)−

+∞∫
t

1
ρ(s)Φ

−1

(
−

s∫
τ0

f(r, x(r), x′(r))dr

)
ds, t ≥ τ0,

lim
t→−∞

(Tx)(t) +
t∫

−∞

1
ρ(s)Φ

−1

(
τ0∫
s

f(r, x(r), x′(r))dr

)
ds, t ≤ τ0.

≥


−

+∞∫
t

1
ρ(s)Φ

−1

(
−

s∫
τ0

f(r, x(r), x′(r))dr

)
ds, t ≥ τ0,

t∫
−∞

1
ρ(s)Φ

−1

(
τ0∫
s

f(r, x(r), x′(r))dr

)
ds, t ≤ τ0.
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If τ0 ≥ 0, then

ξ(Tx) ≥
0∫

−∞

1

ρ(s)
Φ−1

 τ0∫
s

f(r, x(r), x′(r))dr

 ds

≥
0∫

−k

1

ρ(s)
Φ−1

 0∫
s

f(r, x(r), x′(r))dr

 ds

≥
0∫

−k

1

ρ(s)
Φ−1

 0∫
s

ϕ(r)M0dr

 ds ≥ a,

If τ0 ≤ 0, then

ξ(Tx) ≥ −
+∞∫
t

1

ρ(s)
Φ−1

−
s∫

τ0

f(r, x(r), x′(r))dr

 ds

≥
∫ k

0

1

ρ(s)
Φ−1

 s∫
0

f(r, x(r), x′(r))dr

 ds

≥
k∫

0

1

ρ(s)
Φ−1

 s∫
0

ϕ(r)M0dr

 ds ≥ a.

Sub-step 1.2. For x ∈ D1, we prove that η(Tx) ≥ L1.

In fact, x ∈ D1 implies that

0 ≤ x(t) ≤ a, −L1 ≤ ρ(t)x′(t) ≤ L1, t ∈ R.

Then we get

f(t, x(t), x′(t)) = f

(
t, x(t),

ρ(t)x′(t)

ρ(t)

)
≥W0ϕ(t), t ∈ R.

We consider three cases:

Case 1. ρ(t)(Tx)′(t) > 0 for all t ∈ R. In this case, we have
lim

t→+∞
Φ(ρ(t)(Tx)′(t)) ≥ 0. Then

ρ(t)(Tx)′(t) = Φ−1

 lim
t→+∞

ρ(t)(Tx)′(t) +

+∞∫
t

f(r, x(r), x′(r))dr

 .
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So

η(Tx) = sup
t∈R

ρ(t)|(Tx)′(t)|

≥ sup
t∈R

Φ−1

 +∞∫
t

f(r, x(r), x′(r))dr


= Φ−1

 +∞∫
−∞

f(r, x(r), x′(r))dr

 ≥ Φ−1

 +∞∫
−∞

ϕ(r)W0dr



≥
Φ−1

(
+∞∫
−∞

ϕ(r)dr

)
ν−1(1/W0)

≥
Φ−1

(
0∫

−∞
ϕ(r)dr

)
ν−1(1/W0)

≥ L1.

Case 2. ρ(t)(Tx)′(t) < 0 for all t ∈ R. In this case, we have
lim

t→−∞
Φ(ρ(t)(Tx)′(t)) ≤ 0. Furthermore we have

ρ(t)(Tx)′(t) = Φ−1

 lim
t→−∞

Φ(ρ(t)(Tx)′(t))−
t∫

−∞

f(r, x(r), x′(r))dr

 .

η(Tx) = sup
t∈R

ρ(t)|(Tx)′(t)|

= sup
t∈R

∣∣∣∣∣∣Φ−1

 lim
t→−∞

Φ(ρ(t)(Tx)′(t))−
t∫

−∞

f(r, x(r), x′(r))dr

∣∣∣∣∣∣
≥ Φ−1

 +∞∫
−∞

f(r, x(r), x′(r))dr


≥ Φ−1

 +∞∫
−∞

ϕ(r)W0dr



≥ Φ−1

 +∞∫
0

ϕ(r)W0dr

 ≥
Φ−1

(
+∞∫
0

ϕ(r)dr

)
ν−1(1/W0)

≥ L1.

Case 3. there exists τ0 ∈ R such that ρ(τ0)(Tx)
′(τ0) = 0. In this case we have
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lim
t→−∞

(Tx)(t) ≥ 0 and lim
t→+∞

(Tx)(t) ≥ 0. Then

ρ(t)(Tx)′(t) =


Φ−1

(
−

t∫
τ0

f(r, x(r), x′(r))dr

)
, t ≥ τ0,

Φ−1

(
τ0∫
t

f(r, x(r), x′(r))dr

)
, t ≤ τ0.

If τ0 ≥ 0, then

η(Tx) = sup
t∈R

ρ(t)|(Tx)′(t)| ≥ sup
t∈R

Φ−1

 τ0∫
t

f(r, x(r), x′(r))dr


≥ Φ−1

 0∫
−∞

f(r, x(r), x′(r))dr


≥ Φ−1

 0∫
−∞

ϕ(r)W0dr

 ≥ L1,

If τ0 ≤ 0, then

η(Tx) = sup
t∈R

ρ(t)|(Tx)′(t)|

≥ sup
t∈R

∣∣∣∣∣∣Φ−1

−
t∫

τ0

f(r, x(r), x′(r))dr

∣∣∣∣∣∣
≥ Φ−1

 +∞∫
0

f(r, x(r), x′(r))dr


≥ Φ−1

 +∞∫
0

ϕ(r)W0dr

 ≥ L1,

Now we prove (3.25). It is easy to see that

∂Ω1 ⊆ C1 ∪D1, ∂Ω2 ⊆ C2 ∪D2.

If Tx = λx for some λ ∈ [0, 1) and x ∈ ∂Ω1, then either x ∈ C1 or x ∈ D1.
If x ∈ C1, we get from Sub-step 1.1 that ξ(Tx) ≥ a. On the other hand, we

have ξ(Tx) = λξ(x) < ξ(x) = a, a contradiction.
If x ∈ D1, from Sub-step 1.2, we have η(Tx) ≥ L1. On the other hand, we have

η(Tx) = λη(x) < η(x) = L1, a contradiction too.
From above discussion, (3.3) holds.
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Step 2. We prove that

(3.4) Tx ̸= λx for all λ ∈ (1,+∞) and x ∈ ∂Ω2.

By (d), we have Φ(uv) ≤ Φ(v)
ν(1/u) for u > 0, v ≥ 0 and 1

ν−1(1/v) ≤ ν−1(v) for

v > 0. For x ∈ C2, one has

0 ≤ x(t) ≤ b, −L2 ≤ ρ(t)x′(t) ≤ L2, t ∈ R.

For α > 0, then we get

f(t, x(t), x′(t)) = f

(
t, x(t),

ρ(t)x′(t)

ρ(t)

)
≤ E0ϕ(t), t ∈ R,

g(t, x(t), x′(t)) = g

(
t, x(t),

ρ(t)x′(t)

ρ(t)

)
≤ 1

ν−1(1/E0)
ϕg(t), t ∈ R,

h(t, x(t), x′(t)) = h

(
t, x(t),

ρ(t)x′(t)

ρ(t)

)
≤ 1

ν−1(1/E0)
ϕh(t), t ∈ R.

Then, we have

ξ(Tx) = sup
t∈R

(Tx)(t)

= sup
t∈R

Bx +

t∫
−∞

1

ρ(s)
Φ−1

Ax +

+∞∫
s

f(r, x(r), x′(r))dr

 ds


≤

β
α
+

+∞∫
−∞

1

ρ(s)
ds

Φ−1

Ax +

+∞∫
−∞

f(r, x(r), x′(r))dr


+
1

α

+∞∫
−∞

g(r, x(r), x′(r))dr

≤

β
α
+

+∞∫
−∞

1

ρ(s)
ds

Φ−1

2

+∞∫
−∞

f(r, x(r), x′(r))dr

+Φ


γ

+∞∫
−∞

g(r, x(r), x′(r))dr + α
+∞∫
−∞

h(r, x(r), x′(r))dr

σ




+
1

α

+∞∫
−∞

g(r, x(r), x′(r))dr

≤

β
α
+

+∞∫
−∞

1

ρ(s)
ds

Φ−1
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2

+∞∫
−∞

ϕ(r)E0dr +Φ

γ

σ

+∞∫
−∞

ϕg(r)dr +
α

σ

+∞∫
−∞

ϕh(r)dr

 1

ν−1(1/E0)


+
1

α

+∞∫
−∞

ϕg(r)
1

ν−1(1/E0)
dr

≤

β
α
+

+∞∫
−∞

1

ρ(s)
ds

Φ−1

2

+∞∫
−∞

ϕ(r)E0dr +Φ

γ

σ

+∞∫
−∞

ϕg(r)dr +
α

σ

+∞∫
−∞

ϕh(r)dr

E0


+
1

α

+∞∫
−∞

ϕg(r)drν
−1(E0)

≤

β
α
+

+∞∫
−∞

1

ρ(s)
ds

Φ−1

2

+∞∫
−∞

ϕ(r)dr +Φ

γ

σ

+∞∫
−∞

ϕg(r)dr +
α

σ

+∞∫
−∞

ϕh(r)dr


ν−1(E0) +

1

α

+∞∫
−∞

ϕg(r)drν
−1(E0) ≤ b.

For x ∈ D2, we have

η(Tx) = sup
t∈R

ρ(t)|(Tx)′(t)|

= sup
t∈R

∣∣∣∣∣∣Φ−1

Ax +

+∞∫
t

f(r, x(r), x′(r))dr

∣∣∣∣∣∣
≤ Φ−1

2

+∞∫
−∞

f(r, x(r), x′(r))dr

+Φ


γ

+∞∫
−∞

g(r, x(r), x′(r))dr + α
+∞∫
−∞

h(r, x(r), x′(r))dr

σ




≤ Φ−1

2

+∞∫
−∞

ϕ(r)dr +Φ

γ

σ

+∞∫
−∞

ϕg(r)dr +
α

σ

+∞∫
−∞

ϕh(r)dr

 ν−1(E0) ≤ L2.
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Similarly we can prove that ξ(Tx) ≤ b and η(Tx) ≤ L2 for all x ∈ D2 if α = 0.

In fact, if Tx = λx for some λ ∈ (1,+∞) and x ∈ ∂Ω2, then either x ∈ C2 or
x ∈ D2.

If x ∈ C2, we get from above discussion that ξ(Tx) ≤ b. On the other hand, we
have ξ(Tx) = λξ(x) > ξ(x) = b, a contradiction.

If x ∈ D2, from above discussion, we have η(Tx) ≤ L2. On the other hand, we
have η(Tx) = λη(x) > η(x) = L2, a contradiction too.

From above discussion, (3.4) holds.

It follows from (3.3), (3.4) and (E1) in Lemma 2.1 that T has at least one
fixed point x ∈ Ω2 \ Ω1. So BVP(1.1) has at least one positive solution x such
that x ∈ Ω2 \ Ω1 and that x satisfies (3.1) and (3.2). The proof of Theorem 3.1 is
complete. 2

Theorem 3.2. Suppose that (a)-(d) hold and there exist nonnegative function
ϕ, ϕg, ϕh ∈ L1(R) and L1 > L2 > 0 and a > b > 0 such that

f

(
t, u,

v

ρ(t)

)
≥M0ϕ(t), t ∈ [−k, k], u ∈ [µa, a], v ∈ [−L1, L1];

f

(
t, u,

v

ρ(t)

)
≥W0ϕ(t), t ∈ R, u ∈ [0, a], v ∈ [−L1, L1],

f

(
t, u,

v

ρ(t)

)
≤ E0ϕ(t), t ∈ R, u ∈ [0, b], v ∈ [−L2, L2],

g

(
t, u,

v

ρ(t)

)
≤ 1

ν−1(1/E0)
ϕg(t), t ∈ R, u ∈ [0, b], v ∈ [−L2, L2],

h

(
t, u,

v

ρ(t)

)
≤ 1

ν−1(1/E0)
ϕh(t), t ∈ R, u ∈ [0, b], v ∈ [−L2, L2].

If E) > max{M0,W0}, then BVP(1.8) has at least one positive solution x satisfying

(3.5) b ≤ sup
t∈R

x(t) ≤ a, 0 < sup
t∈R

ρ(t)|x′(t)| ≤ L1

or

(3.6) 0 < sup
t∈R

x(t) ≤ a, L2 ≤ sup
t∈R

ρ(t)|x′(t)| ≤ L1.

Proof. Let X, P and the nonlinear operator T be defined in Section 2. Using (E2)
in Lemma 2.1. The proof is similar to the proof of Theorem 3.1 and is omitted.2

4. Non-Existence of Positive Solutions

Now we establish non-existence results on positive solutions of BVP(1.1).

Theorem 4.1. Let Ω = R × [0,+∞) × R. Suppose that (a)-(d) hold and there
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exists a function ϕ ∈ L1(R) such that

(4.1)

sup
(t,u,v)∈Ω

f(t,u, v
ρ(t) )

ϕ(t)Φ(|v|) ≤ 1,

sup
(t,u,v)∈Ω

g(t,u, v
ρ(t) )

ϕ(t)|v| ≤ 1 sup
(t,u,v)∈Ω

h(t,u,ϕ(t)v
ρ(t) )

ϕ(t)|v| ≤ 1

If

(4.2) 2

+∞∫
−∞

ϕ(s)dsds+Φ


γ

+∞∫
−∞

ϕ(r)dr + α
+∞∫
−∞

ϕ(r)dr

σ

 < 1,

then BVP(1.1) does not admit positive solutions.

Proof. From (4.1), we have

f
(
t, u, v

ρ(t)

)
≤ ϕ(t)Φ(|v|), (t, u, v) ∈ R× [0,+∞)×R,

g
(
t, u, v

ρ(t)

)
≤ ϕ(t)|v|, (t, u, v) ∈ R× [0,+∞)×R,

h
(
t, u, v

ρ(t)

)
≤ ϕ(t)|v|, (t, u, v) ∈ R× [0,+∞)×R.

Assume that x is a positive fixed point of T . We have

f (t, x(t), x′(t)) ≤ ϕ(t)Φ(ρ(t)x′(t)) ≤ ϕ(t)Φ(||ρx′||0), t ∈ R,

g (t, x(t), x′(t)) ≤ ϕ(t)ρ(t)|x′(t)| ≤ ϕ(t)||ρx′||0, t ∈ R,

h (t, x(t), x′(t)) ≤ ϕ(t)ρ(t)|x′(t)| ≤ ϕ(t)||ρx′||0, t ∈ R.

Then (2.2) implies that

|Ax| ≤
+∞∫
−∞

f(s, x(s), x′(s))ds+Φ

γ
+∞∫
−∞

g(r,x(r),x′(r))dr+α
+∞∫
−∞

h(r,x(r),x′(r))dr

σ


≤ Φ(||ρx′||0)

+∞∫
−∞

ϕ(s)dsds+Φ

γ
+∞∫
−∞

ϕ(r)dr+α
+∞∫
−∞

ϕ(r)dr

σ

Φ(||ρx′||0) .
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It follows that

||ρx′||0 = ||ρ(Tx)′||0 = sup
t∈R

Φ−1

Ax +

+∞∫
t

f(r, x(r), x′(r))dr



≤ ||ρx′||0Φ−1

2

+∞∫
−∞

ϕ(s)dsds+Φ


γ

+∞∫
−∞

ϕ(r)dr + α
+∞∫
−∞

ϕ(r)dr

σ




< ||ρx′||0

which is a contradiction. The proof is complete. 2

Theorem 4.2. Let Ω = R × [0,+∞) × R. Suppose that (a)-(d) hold and there
exists a function ϕ ∈ L1(R) such that

(4.3) inf
(t,u,v)∈Ω

f(t,u, v
ρ(t) )

ϕ(t)Φ(u) ≥ 1.

If

(4.4) µmin

{
k∫
0

1
ρ(s)Φ

−1

(
s∫
0

ϕ(r)dr

)
ds,

0∫
−k

1
ρ(s)Φ

−1

(
0∫
s

ϕ(r)dr

)
ds

}
> 1,

then BVP(1.1) does not admit positive solutions.

Proof. From (4.3), we have

f
(
t, u, v

ρ(t)

)
≥ ϕ(t)Φ(u), (t, u, v) ∈ R× [0,+∞)×R.

Suppose that x is a positive solution of BVP(1.1). Then x(t) = (Tx)(t) for all
t ∈ R. We have

f (t, x(t), x′(t)) ≥ ϕ(t)Φ(x(t)), t ∈ R.

We consider three cases:

Case 1. ρ(t)x′(t) > 0 for all t ∈ R. In this case, we have x(t) ≥ 0 for all t ∈ R.
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Then Bx ≥ 0 and Ax ≥ 0. Using (4.4). So

||x||0 = α(x) = α(Tx)

= Bx +

+∞∫
−∞

1

ρ(s)
Φ−1

Ax +

+∞∫
s

f(r, x(r), x′(r))dr

 ds

≥
+∞∫

−∞

1

ρ(s)
Φ−1

 +∞∫
s

f(r, x(r), x′(r))dr

 ds

≥
k∫

−k

1

ρ(s)
Φ−1

 k∫
s

f(r, x(r), x′(r))dr

 ds

≥
k∫

−k

1

ρ(s)
Φ−1

 k∫
s

ϕ(r)Φ(x(r))dr

 ds

≥
k∫

−k

1

ρ(s)
Φ−1

 k∫
s

ϕ(r)Φ(µ||x||0)dr

 ds

≥ µ

k∫
−k

1

ρ(s)
Φ−1

 k∫
s

ϕ(r)dr

 ds||x||0 > ||x||0,

which is a contradiction.

Case 2. ρ(t)x′(t) < 0 for all t ∈ R. In this case, we have v lim
t→+∞

x(t) ≥ 0 and

lim
t→−∞

ρ(t)x′(t) ≤ 0. Using (4.32). Then

||x||0 = α(x) = α(Tx) = supt∈R(Tx)(t) =

sup
t∈R

[
lim

t→+∞
(Tx)(t) −

+∞∫
t

1

ρ(s)
Φ−1

 lim
t→−∞

ρ(t)(Tx)′(t)−
s∫

−∞

f(r, x(r), x′(r))dr

 ds



≥ sup
t∈R

 +∞∫
t

1

ρ(s)
Φ−1

 s∫
−∞

f(r, x(r), x′(r))dr

 ds


≥

k∫
−k

1

ρ(s)
Φ−1

 s∫
−k

f(r, x(r), x′(r))dr

 ds

≥ µ

k∫
−k

1

ρ(s)
Φ−1

 s∫
−k

ϕ(r)dr

 ds||x||0 > ||x||0,
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which is a contradiction.

Case 3. there exists τ0 ∈ R such that ρ(τ0)x
′(τ0) = 0. In this case we have

lim
t→−∞

x ≥ 0 and lim
t→+∞

x ≥ 0. Using (4.32). Then

ρ(t)x′(t) =


Φ−1

(
−

t∫
τ0

f(r, x(r), x′(r))dr

)
, t ≥ τ0,

Φ−1

(
τ0∫
t

f(r, x(r), x′(r))dr

)
, t ≤ τ0.

So

x(t) =

(Tx)(t) =


lim

t→+∞
(Tx)(t)−

+∞∫
t

1
ρ(s)Φ

−1

(
−

s∫
τ0

f(r, x(r), x′(r))dr

)
ds, t ≥ τ0,

limt→−∞(Tx)(t) +
t∫

−∞

1
ρ(s)Φ

−1

(
τ0∫
s

f(r, x(r), x′(r))dr

)
ds, t ≤ τ0.

≥


−

+∞∫
t

1
ρ(s)Φ

−1

(
−

s∫
τ0

f(r, x(r), x′(r))dr

)
ds, t ≥ τ0,

t∫
−∞

1
ρ(s)Φ

−1

(
τ0∫
s

f(r, x(r), x′(r))dr

)
ds, t ≤ τ0.

If τ0 ≥ 0, then

||x||0 = α(x) ≥
0∫

−∞

1

ρ(s)
Φ−1

 τ0∫
s

f(r, x(r), x′(r))dr

 ds

≥
0∫

−k

1

ρ(s)
Φ−1

 0∫
s

f(r, x(r), x′(r))dr

 ds

≥ µ

0∫
−k

1

ρ(s)
Φ−1

 0∫
s

ϕ(r)dr

 ds||x||0

> ||x||0,

which is a contradiction.
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If τ0 ≤ 0, then

||x||0 = α(x) ≥ −
+∞∫
t

1

ρ(s)
Φ−1

−
s∫

τ0

f(r, x(r), x′(r))dr

 ds

≥ −
∫ k

0

1

ρ(s)
Φ−1

−
s∫

0

f(r, x(r), x′(r))dr

 ds

≥ µ

k∫
0

1

ρ(s)
Φ−1

 s∫
0

ϕ(r)dr

 ds||x||0

> ||x||0,

which is a contradiction.

From above discussion, we know that BVP(1.1) has no positive solution. The
proof is completed. 2

5. Examples

In this section, we present two examples to illustrate the main theorems.

Example 5.1. Consider the following boundary value problem of second order
differential equation on the whole line

(5.1)



[(
et

2

|t| x
′(t)
)3

+ et
2

t x
′(t)

]′
+ f(t, x(t), x′(t)) = 0, t ∈ R,

lim
t→−∞

x(t)− lim
t→−∞

et
2

t x
′(t) = 0,

lim
t→+∞

x(t) + lim
t→+∞

et
2

t x
′(t) = 0,

where
f
(
t, u, v

ρ(t)

)
= ϕ(t)f0(u, v),

ϕ(t) =

{ 1
t2 , |t| > 1,
1√
t
, |t| ≤ 1

f0 : [0,+∞)×R→ [0,+∞) is continuous.

Then BVP(5.1) has at least one positive solutions if there exist sufficiently small
a > 0, L1 > 0 and sufficiently large b > 0, L2 > 0 such that

f0 (u, v) ≥M0, u ∈ [e−1a, a], v ∈ [−L1, L1];

f0 (u, v) ≥W0, u ∈ [0, a], v ∈ [−L1, L1],

f0 (u, v) ≤ E0, u ∈ [0, b], v ∈ [−L2, L2].
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Proof. Corresponding to BVP(1.1), we have ρ(t) = et
2

|t| (that is singular at t = 0),

Φ(s) = s3 + s, α = β = γ = δ = 1. Then

Φ−1(s) =
3
√

3
2

√
81s2+12+ 27

2 s− 3
√

3
2

√
81s2+12− 27

2 s

3 ,

ν(s) = min{s4, s},

ν−1(s) =

{
s, s ≥ 1,

s
1
4 , s ≤ 1,

= max{s 1
4 , s}, ϕ ∈ L1(R),

g(t, u, v) = h(t, u, v) ≡ 0,

σ = 2 +
+∞∫
−∞

|s|e−s2ds = 3 > 0,

Choose k = 1 and we get

µ =

−k∫
−∞

1

ρ(s)
ds

2

+∞∫
−∞

1

ρ(s)
ds

−1

= e−1.

By direct computation, we have

M0 = max


ν


0∫

−k

1
ρ(s)

Φ−1

(
0∫
s

ϕ(r)dr

)
ds

a




−1

,

ν
 k∫

0

1
ρ(s)

Φ−1

(
s∫
0

ϕ(r)dr

)
ds

a

−1
 ,

W0 = max


ν

Φ−1

(
0∫

−∞
ϕ(r)dr

)
L1




−1

,

ν
Φ−1

(
+∞∫
0

ϕ(r)dr

)
L1




−1  ,

E0 = min

 ν

 b(
1+

+∞∫
−∞

1
ρ(s)

ds

)
Φ−1

(
2

+∞∫
−∞

ϕ(r)dr

)
 , ν

 L2

Φ−1

(
2

+∞∫
−∞

ϕ(r)dr

)

 .

One sees that E0 > max{M0,W0} for sufficiently small a > 0, L1 > 0 and sufficiently
large b > 0, L2 > 0. Then the growth assumptions imposed on f0 and Theorem 3.1
implies that BVP(5.1) has at least one positive solution x.

Example 5.2. Consider the following boundary value problem of second order
differential equation on the whole line

(5.2)



[∣∣∣ et2|t| x′(t)∣∣∣ et2t x′(t) + et
2

t x
′(t)
]′
+ f(t, x(t), x′(t)) = 0, t ∈ R,

lim
t→−∞

x(t)− lim
t→−∞

et
2

t x
′(t) = 0,

lim
t→+∞

x(t) + lim
t→+∞

et
2

t x
′(t) = 0,
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where

f(t, u, v) = ϕ(t)

(
1

2
+

1

π
arctanu

)(
e−2t2

t2
|v|2 + e−t2

|t|
|v|

)
, ϕ ∈ L1(R)

or

f(t, u, v) = ϕ(t)

(
3

2
+

1

π
arctan v

)
(u2 + u), ϕ ∈ L1(R).

Then BVP(5.2) has no positive solution if
+∞∫
−∞

ϕ(r)dr is sufficiently small or

(5.3) min


+∞∫
0

1

ρ(s)
Φ−1

 s∫
0

ϕ(r)dr

 ds,

0∫
−∞

1

ρ(s)
Φ−1

 0∫
s

ϕ(r)dr

 ds

 > 2,

Proof. Corresponding to BVP(1.1), we have we have ρ(t) = et
2

|t| (that is singular at

t = 0), Φ(s) = |s|s+ s, α = β = γ = δ = 1. Then

Φ−1(s) =

{
1−

√
1−4s
2 , s ≤ 0,

−1+
√
1+4s

2 , s ≥ 0.

ν(s) = min{s3, s},

ν−1(s) =

{
s, s ≥ 1,

s
1
3 , s ≤ 1,

= max{s 1
3 , s},

g(t, u, v) = h(t, u, v) ≡ 0,

σ = 2 +
+∞∫
−∞

|s|e−s2ds = 3 > 0,

Case 1. It is easy to see that

(5.4) sup
(t,u,v)∈Ω

f(t,u, v
ρ(t) )

ϕ(t)Φ(|v|) ≤ 1.

If

(5.5)
4

9

 +∞∫
−∞

ϕ(r)dr

2

+
8

3

+∞∫
−∞

ϕ(s)ds < 1,

Then Theorem 4.1 implies that BVP(5.2) does not admit positive solutions.



Existence and Non-Existence of Positive Solutions 1029

Case 2. It is easy to see that

(5.6) inf
(t,u,v)∈Ω

f(t,u, v
ρ(t) )

ϕ(t)Φ(u) ≥ 1,

and

µmin

{
k∫
0

1
ρ(s)Φ

−1

(
s∫
0

ϕ(r)dr

)
ds,

0∫
−k

1
ρ(s)Φ

−1

(
0∫
s

ϕ(r)dr

)
ds

}

= 1
2

−k∫
−∞

1
ρ(s)dsmin

{
k∫
0

1
ρ(s)Φ

−1

(
s∫
0

ϕ(r)dr

)
ds,

0∫
−k

1
ρ(s)Φ

−1

(
0∫
s

ϕ(r)dr

)
ds

}

→ 1
2 min

{
+∞∫
0

1
ρ(s)Φ

−1

(
s∫
0

ϕ(r)dr

)
ds,

0∫
−∞

1
ρ(s)Φ

−1

(
0∫
s

ϕ(r)dr

)
ds

}
as k → +∞.

Hence If (5.3) holds, then we can choose k > 0 such that (4.4) holds. Then Theorem
4.2 implies that BVP(5.2) does not admit positive solutions.
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