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1 | INTRODUCTION

Sign language is essential for persons who are hearing
impaired, and it is rarely used by people without this dis-
ability. Thus, persons without this disability who are not
accustomed to sign language often require professional help
in order to communicate with persons with a hearing
impairment. However, the ability to automatically recog-
nize sign language would enable persons without this dis-
ability to easily communicate with those who are hearing
impaired. As a result of this social need, there have been
several recent studies on the automatic recognition of sign
language using deep-learning techniques [1].

For effective sign-language recognition, previous studies
have addressed the following three difficulties [2—19]. First,
the required data size is large because the data for one sign
action usually consists of dozens of images. Second, there
are few feature points for representing sign actions in
image data. Compared to an entire image size, the area that
includes the hands, which has important feature informa-
tion, is relatively small. Finally, the preparation of sign-
language training data sets is time consuming and costly.

This paper proposes a human-like sign-language learning method that uses a
deep-learning technique. Inspired by the fact that humans can learn sign language
from just a set of pictures in a book, in the proposed method, the input data are
pre-processed into an image. In addition, the network is partially pre-trained to
imitate the preliminarily obtained knowledge of humans. The learning process is
implemented with a well-known network, that is, a convolutional neural network.
Twelve sign actions are learned in 10 situations, and can be recognized with an
accuracy of 99% in scenarios with low-cost equipment and limited data. The

results show that the system is highly practical, as well as accurate and robust.

CNN, deep learning, sign language

Insufficient data can be a big hurdle to initially augment
the performance of deep learning.

Previous studies have addressed these issues by using
special cameras, haptic devices, or heuristic data-augmenta-
tion processes to obtain more information, such as depth
image and hand-position trajectories. In other words, some
high-level features have been predefined by experts and
extracted by special devices. Despite the excellent perfor-
mance results, these approaches still have disadvantages
with respect to flexibility and cost because it is not easy to
expand the training data set with the special devices; they
are also relatively expensive. In addition, the learning
direction may be biased by the heuristic data modification.

In this study, to solve the problems mentioned above,
human-learning processes for sign language are imitated as
much as possible. First, a person can identify the meaning
of a sign action after watching less than 10 sequential
screen shots of the action from a manual, as shown in Fig-
urel. In other words, it is not necessary to see all of the
video frames or depth frames of the sign action. Therefore,
in this study, training data are pre-processed in the same
way as the images in sign language manuals. The image
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FIGURE 1 Example images in a sign language manual [20]

frames are sampled from a video clip and concatenated into
an image to be used as one of the training data. Second, to
identify a sign action, a person does not have to experience
all of the variations, such as different people, backgrounds,
and costumes. This is because people have already learned
how to distinguish objects from an image. In this study, to
implement this kind of prior knowledge, some general fea-
tures are pre-trained. An object classification network is
pre-trained using a well-known image data set published
on the Internet. The weight values of this network are then
transferred to initialize the sign-language learning network.
As a result, the proposed sign-language learning system
does not require special equipment or an algorithm to
extract the hand motion. In addition, the training data size
required for the same degree of capability can be reduced.

To verify the effectiveness of the proposed method,
repeated tests were performed by varying the size of the
pre-processed training data set. In addition, the results of
the proposed method are compared to those of the method
without the pre-training.

This paper is organized as follows. Sections 2 and 3
explain the related works and proposed methodology in
detail, respectively. In Section 4, the experimental results
are demonstrated. Finally, Section 5 presents conclusions.

2 | RELATED WORKS

Sign language involves the use of gestures. Thus, this sec-
tion introduces gesture-recognition methods, which can be
divided into two categories, namely hand-gesture recogni-
tion [2-19,21] and non-hand-gesture recognition [22,23].
Because the proposed method is a hand-gesture recognition
method, this section introduces competitive
approaches from among the developed hand-gesture recog-
nition methods. In addition, they are compared with the
proposed method in Section 4.

Oliveira and others used a grayscale camera, convolu-
tional neural network (CNN), and principal component

several

analysis (PCA) to recognize Irish sign language [13]. The
network consisted of four convolutional layers and a full-
connected layer. As the classes, 23 Irish sign spells were
used. The training data were collected by six persons in
front of a fixed background by performing more than
4,000 repeated operations for each sign. The final test
accuracy was 98%. Note that the 24 fingerspelling classes
are not dynamic motions, but static postures.

Cooper and others adopted Microsoft Kinect as the
image sensor [2]. This sensor can obtain depth information,
as well as RGB information. With this information, appear-
ance-based hand features are extracted and both the two-
dimensional (2D) and three-dimensional (3D) positions of
the hand can be tracked. Finally, gestures are classified
using a hidden Markov model and sequential pattern boost-
ing. Twenty Greek sign-language actions were used as
classes. The training data were collected by seven persons
in front of a fixed background by performing seven
repeated operations for each sign action. The final test
accuracy was 76%.

Wu and others used Microsoft Kinect to obtain RGB,
depth, and skeleton information [3]. The RGB and depth
frames were trained using CNN, and the skeleton frames
were trained using the deep-belief network (DBN).
Twenty sign actions were used as classes, and the train-
ing data consisted of 940 video clips. The final test
accuracy was 86.4%.

3 | PROPOSED METHOD

For human-like sign-language learning, unlike the previous
studies, there are two important procedures in the proposed
method: data pre-processing and general feature pre-train-
ing. Both of these procedures are explained in detail below,
along with the entire sign-language learning process.

3.1 | Data pre-processing

Individuals can learn sign language by reading manual in
which each sign action is described using several pictures.
Inspired by this approach, in the proposed method, one set
of input data is a single image made from the corresponding
video clip. From the video clip, K frames are sampled with
interval I and serially concatenated into an image. The flow
diagram of the data pre-processing is described in Figure 2.

In this paper, the number of sampled frames K is set to
9. Each image data size increases with increasing K, and
there exists an upper limit of K according to the GPU
memory size. For our graphic device, the maximum value
of Kis 9.

In addition, the sampling interval [ is set to 3 and 4.
According to our data from an over 60-min-long video



JLET AL.

Original
video

Pre-processed
data

FIGURE 2

Flow diagram of the data pre-processing
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FIGURE 3 Structure of general feature pre-training network G,

recording by six people, the average duration of one sign
action was 1.12 s, with a standard deviation of 0.33 s.
Based on these statistical values, it is assumed that the time
required for one performance is between (1.12 — 2 X 0.33,
1.12 + 2 x 0.33) = (0.46, 1.78). Because the camera has a
shutter speed of 30 fps and K is set to 9, the corresponding
I can be 2, 3, 4, or 5. Among the possible values of I, 3
and 4 are chosen empirically. Note that each video clip is
converted into two images for both / = 3 and 7 = 4.

3.2 | General feature pre-training

Persons possess prior knowledge related to the recognition
of low-level features. For example, there is general

Ls Lis Le Lv Lis Lo Lo L L

knowledge about certain information related to the contours
that distinguish objects from backgrounds. To imitate this
kind of knowledge, in the proposed method, the general
feature pre-training network G, is constructed and trained
beforehand as an object classifier, using a well-known pub-
lic data set, ILSVRC-2012 [24]. In fact, the pre-training is
not directly correlated with sign language, as every image
in ILSVRC-2012 is completely unrelated to sign language.
Nonetheless, object classification and sign language have
several properties in common. It is necessary that a certain
region of interest be recognized from the background of
each image. Moreover, if we recall our infancy, the behav-
iors of repeatedly recognizing various objects are useful in
further developing complex visual discrimination ability.
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FIGURE 5 Structure of sign-language learning network G,

As shown in Figure 3, the structure of G, is based on a
well-known network, VGG-16 [25], and consists of 22 lay-
ers, including 13 convolution layers, 5 max pool layers, 3
full connect layers, and a softmax layer. The convolution
layers use 3 X 3 filters and the max pool layers use a
2 x 2 filter. The full connect layers use the activation func-
tion as follows:

0, <0
ReLu(x):{x r=0 (1)

where x is the input, and the notation ReLU refers to the
rectified linear unit. The final softmax layer selects one
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from the inputs. In Gy, each filter of the convolution lay-
ers perceives the local features, and each pool layer com-
bines and extracts those features. Thus, the first part of
the network is related to the low-level features, and the
latter part is related to the high-level features. In other

words, we can utilize the first part of G, as prior knowl-
edge.

3.3 | Weight transfer

To utilize the knowledge obtained from the pre-train-
ing, it is necessary to clarify the region of the pre-
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TABLE 1 Structures of G, and G,

General feature pre-training network G, Sign-language learning network G,
Layer Type Filter size Input size Type Filter size Input size
1 Conv 3x3x64 224 x 224 x 3 Conv 3x3x64 128 x 1,152 x 3
2 Conv 3x3x64 224 x 224 x 64 Conv 3 X3 x64 128 x 1,152 x 64
3 Max pool 2x2 224 x 224 x 64 Max pool 2x2 128 x 1,152 x 64
4 Conv 3x3x128 112 x 112 x 64 Conv 3 %3 x 128 64 X 576 x 64
5 Conv 3 x3x128 112 x 112 x 128 Conv 3 x3x 128 64 X 576 x 128
6 Max pool 2x2 112 x 112 x 128 Max pool 2x2 64 x 576 x 128
7 Conv 3 X3 x 256 56 X 56 x 128 Conv 3 x 3 %256 32 x 288 x 128
8 Conv 3 x 3 x 256 56 x 56 x 256 Conv 3 X 3 x 256 32 x 288 X 256
9 Conv 3 X3 X% 256 56 X 56 x 256 Conv 3 x 3 %256 32 x 288 x 256
10 Max pool 2 X2 56 X 56 x 256 Max pool 2x2 32 x 288 x 256
11 Conv 3x3x512 28 x 28 x 256 Conv 3x3x512 16 x 144 x 256
12 Conv 3 x3x512 28 x 28 x 512 Conv 3x3x512 16 x 144 x 512
13 Conv 3x3x512 28 x 28 x 512 Conv 3x3x512 16 x 144 x 512
14 Max pool 2x2 28 x 28 x 512 Max pool 2X2 16 x 144 x 512
15 Conv 3x3x512 14 x 14 x 512 Conv 3x3x512 8 X 72 x 512
16 Conv 3x3x512 14 x 14 x 512 Conv 3x3x512 8 X 72 x 512
17 Conv 3x3x512 14 x 14 x 512 Conv 3x3x512 8 X 72 x 512
18 Max pool 2x2 14 x 14 x 512 Max pool 2x2 8 X 72 x 512
19 Full connect ReLU 7X7x512 Global max pool 4 x 36 4 % 36 x 512
20 Full connect ReLU 1 x 1 x 4,09 Full connect ReLLU 1x1x512
21 Full connect RelLU 1 x 1 x 4,096 Full connect ReLU 1x1x512
22 Softmax N/A 1 x 1 x 1,000 Softmax N/A 1x1x12
TABLE 2 Data labeling convolution layers are copied to the corresponding
Meaning Label One-hot vector position in the sign-language learning network Gj, as
(a) Love 1 (1,0,0,0,0,0,0,0,0,0,0,0)  Shown in Figure 4.
(b) Thank 2 {0,1,0,0,0,0,0,0,0,0, 0, 0}
(c) Happy 3 {0,0, 1,0, 0,0, 0,0, 0,0, 0, 0} 3.4 | Sign-language learning
O * Lol Ll s ) After the filters of convolution layers in G, are initialized as
(e) Regrettable 3 {0,0,0,0,1,0,0,0,0,0,0,0} with those in G, the other layers are initialized. As shown
(f) Give 6 {0,0,0,0,0,1,0,0,0,0,0, 0} in Figure 5, the structure of G is also based on VGG-16,
(2) Apologize 7 {0,0,0,0,0,0,1,0,0,0,0, 0} and consists of 22 layers, including 13 convolution layers, 6
(h) Stuffy 8 {0,0,0,0,0,0,0,1,0,0, 0, 0} max pool layers, 2 full connect layers, and a softmax layer.
(i) Same 9 {0,0,0,0,0,0,0,0, 1,0, 0,0} Note that unlike G,, one full connect layer is replaced by
) ossar 10 {0,0,0,0,0,0,0,0,0, 1,0, 0} one max pool layer. This is because the number of classes
(K) Move " (0,0, 0,0.0,0,0,0,0,0, 1, 0] is not high. Including this diffe.rence, the detailed structures
of G, and G, are demonstrated in Table 1.
(D) Funny 12 {0,0,0,0,0,0,0,0,0,0,0, 1} In sign-language learning, the cost C is calculated as
follows:
trained network to be transferred. In the problem of |
sign-language learning, the necessary information is C= —]T]ijzl[yn logp, + (1 —y,)log(1 —p,)] ()
about visual features stored in the filters of the convo-
lution layers. Therefore, in the weight-transfer process, = where N is the length of the one-hot encoded label vector,

all of the weight parameters in the filters of the Y, is the n-th element of the label vector, and p, is the n-th
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element of the probability vector p. Then, the weights of
the network are updated using the back-propagation
method with the cost. Likewise, the update is repeated for
each input, and the process is terminated after a specified
number of iterations.

4 | EXPERIMENT

In this section, detailed information about the environment
settings and data set is presented. Then, the experimental
results and their analysis are discussed.

4.1 | Environment settings and data set

The proposed method was implemented as code written
using Python (version 3.5.2) with Tensorflow (version
1.4.1) and Keras (version 2.1.2) framework libraries. The
software is run on Linux OS (version 16.04) with an Intel
i7-6900K CPU, 128-GB DDR4 RAM, and an NVIDIA
Titan X Pascal GPU.

As the optimizer of the neural network, the Adam
algorithm [26] was adopted with a learning rate of
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PP PP
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FIGURE 6 Training data examples for
10 cases

0.0001, #; = 0.9 and B, = 0.999. The data batch size
was set to 16, which is a commonly used batch size in
image-processing problems. The data normalization and
network initialization methods that were employed were
the batch normalization method [27] and He normal ini-
tializer [28], respectively.

As the data classes, 12 Korean sign-language actions
were adopted. They were labeled from 1 to 12 and rep-
resented
Table 2.

The training data set has been collected in various sce-
and includes combinations of different persons,
backgrounds, and costumes. For each class, five different
people participated in the process to generate the data. For
each person, four different backgrounds and three different
costumes were used. As a result, the total number of sce-
narios is 4 X 5 X 3 = 60. In addition, for each case, the
number of images is set to 50. For instance, if the number
of classes is 12 and the number of scenarios is 10, then
there is a total of 6,000 sets of image data.

Examples of 10 scenarios of the training data are shown
in Figure 6, where P refers to a person, B represents the
background, and C represents the costume.

in the one-hot vector format, as shown in

narios,
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The test data set was collected in a case that is totally
different from all of the situations in the training data set.
The test data examples for 12 sign actions can be seen in
Figure 7. Note that some classes have very similar appear-
ances, as shown in Figure 7E and F.

4.2 | Experimental results

The experiment was performed as follows. First, the data
set for the sign-language learning was pre-processed.
Thereafter, G, was trained as an image classifier using
ILSVRC-2012 data. Then, the parameters of the convolu-
tion layers were transferred from G, to G;. Finally, G, was
trained with the pre-processed data. To demonstrate the
effectiveness of the proposed pre-training process, G; was
repeatedly trained by varying the size of the data set and

the test results with and without the pre-training, and the
results were compared. Note that there were only 50
images in each case for the training data set after the data
pre-procession.

Figure 8 shows the comparison result with the training
data set, including cases with 5, 10, 15, 20, 40, and 60
scenarios. In the case with 60scenarios, the corresponding
confusion matrices were also compared, as described in
Table 3. Without the pre-training, the test accuracy
became unstable. In other words, as shown in Figure 8E
and F, the test accuracy (the orange line with square dots)
could not exceed 90%, as the number of scenarios was
increased to over 40. In addition, the required number of
epochs for the maximum accuracy was increased. The
greater the number of training data sets, the better the test
accuracy in most cases. However, in the case of a tightly
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FIGURE 8 Comparison results: (A) 5-situation data, (B) 10-situation data, (C) 15-situation data, (D) 20-situation data, (E) 40-situation data,

and (F) 60-situation data

limited sized training data, the trained network with the
data could not effectively reflect the complex and high-
dimensional features of the data. However, the test accu-
racy of the proposed method (the blue line with circle
dots) exceeded 90% in all cases. Note that it took just
four epochs to reach over 95%, with only data for 10 sce-
narios. Moreover, the accuracy quickly reached nearly

100% with data for 60 scenarios. This means that the pre-
trained features could effectively help the sign-language
learning network to achieve the complex and high-dimen-
sional features of the data.

The proposed method has also been compared to the
previous approaches mentioned in Section 2. As shown in
Table 4, the proposed method has demonstrated
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TABLE 3 Comparison of confusion matrix result with data for 60 scenarios

Classification (data for 60 scenarios)

Proposed method

Without pre-training

1 2 3 4 5 6 7 8 9 10 1 121 2 3 4 5 6 7 8 9 10 11 12

Ground truth 1 90 90

2 90 59 31

3 90 90

4 90 90

5 90 90

6 86 4 90

7 88 2 90

8 90 2 86 2

9 90 36 54

10 90 90

11 90 48 42

12 90 90

TABLE 4 Comparison of competitive methods
Data set information Training data vs. Test data

Method Camera Action Classes Situations Images Person Background Accuracy (%)
Oliveira RGB Static 26 6 25,000 Not different Not different 76
Cooper RGB-D Dynamic 20 49 N/A Different Not different 76
Wu RGB-D Dynamic 20 47 400,000 Different Different 86.4
Proposed RGB Dynamic 12 10 6,000 Different Different 99

competitive results only with an RGB camera and less data.
In summary, in the proposed method, the data pre-proces-
sing could effectively extract the size of the training data,
and the general feature pre-training could successfully
enhance the accuracy and speed of the learning, even with
less data.

5 | CONCLUSION

In this paper, a human-like sign-language learning method
was proposed based on convolutional neural networks. In
the proposed method, the input data were pre-processed
into an image inspired from the fact that humans can learn
sign language from observing several pictures in a manual.
In addition, by imitating the first obtained knowledge of
humans, the pre-trained network was employed to recog-
nize the general features of an image. The experimental
results showed that using the proposed method, 12 classes
of the sign actions could be recognized with an accuracy
of 99%. Most importantly the proposed method good

potential for practical use, considering that the data set was
constructed by a low-cost RGB camera and that the size of
the data set was limited to 500 images per class.
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