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Abstract

Investors have increasingly become interested in macroeconomic antecedents in order to better understand the investment environment and estimate the scope of profitable investment in equity markets. This study endeavors to examine the interdependency between the macroeconomic antecedents (international oil price (COP), Domestic gold price (GP), Rupee-dollar exchange rates (ER), Real interest rates (RIR), consumer price indices (CPI)), and the BSE Sensex and Nifty 50 index return. The data is converted into a natural logarithm for keeping it normal as well as for reducing the problem of heteroscedasticity. Monthly time series data from January 1992 to July 2019 is extracted from the Reserve Bank of India database with the application of financial Econometrics. Breusch–Godfrey serial correlation LM test for removal of autocorrelation, Breusch–Pagan-Godfrey test for removal of heteroscedasticity, Cointegration test and VECM test for testing cointegration between macroeconomic factors and market returns, are employed to fit regression model. The Indian market returns are stable and positive but show intense volatility. When the series is stationary after the first difference, heteroskedasticity and serial correlation are not present. Different forecast accuracy measures point out macroeconomics can forecast future market returns of the Indian stock market. The step-by-step econometric tests show the long-run affiliation among macroeconomic antecedents.
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1. Introduction

Even when there were no big bang reforms (sudden deregulation of financial markets) or major stimuli, macroeconomic factors dampened investor sentiment during the financial crisis. An increase in crude oil prices raises dollar demand, after that, it upsets the rupee-dollar exchange rates. Any fluctuation in the exchange rate of the rupee, whether appreciation or depreciation, will affect the foreign investments. A falling rupee affects foreign investments as it decreases their net earnings and returns on investment, as a result, makes India less attractive for investors. High real interest rate decelerates corporate earnings and impacts more the corporate with higher elasticity to interest rate change. The increase in the real interest rate will cause earnings to fall and stock prices to drop.

Consumer Price Index (CPI) is the best economic indicator for investors since it indicates whether the economy is experiencing inflation, deflation, or stagflation. Rises in stock prices equate to stronger consumer purchasing power. CPI is also used to determine the real gross domestic product (GDP). From an investor’s perspective, the CPI, as a proxy for inflation, is a critical measure that can be used to estimate the total return, on a nominal basis, required for an investor to meet their financial goals. Volatility is the rate at which the price of a stock increases or decreases over a particular period. Higher stock price volatility often means
higher risk and helps an investor estimate the fluctuations that may happen in the future. Several factors like the concern of economic slowdown at home, global trade war, geopolitical tension between West Asia, and the forecast of a weak monsoon have affected investors’ sentiment. Delayed monsoon and a surge in oil prices due to US-Iran tensions further affected investors (Chen et al., 1986). This research paper tries to find key macroeconomic variables from past literature and to select the best model from Econometrics that satisfies all criteria of goodness of fit statistics for predicting causality and co-integration between Indian stock markets and macroeconomic antecedents.

2. Theoretical Framework

The interest in studying the correlation between market returns and macroeconomic antecedents is increasing nowadays. Several research works have investigated specifically GDP, crude oil rate, gold rate, exchange rates, treasury bills rates, real interest rates, consumer price indices, and other key macroeconomic factors in terms of predicting market returns. By employing the vector error correction model (VECM) in a system of seven equations, Mukherjee and Naka (1995) found that the Japanese stock market is cointegrated with a group of six macroeconomic variables. The signs of the long-term elasticity coefficients of the macroeconomic variables on stock prices generally supported the hypothesized equilibrium relations. Their findings are robust to different combinations of macroeconomic variables in six-dimension systems and two sub periods. Also, the VECM consistently outperformed the vector autoregressive model in forecasting ability.

Liew et al. (2009) reported the interest rate and GDP have an adverse impact on the exchange rate in Thailand. Pramod Kumar and Puja (2012) inferred that the stock returns are significant but negatively related to the interest rate. Hosseini et al. (2011) investigated the relationships between stock market indices and four macroeconomic variables, namely crude oil price (COP), money supply (M2), industrial production (IP), and inflation rate (IR) in China and India. The results indicated that there are both long and short-run linkages between macroeconomic variables and the stock market index in each of these two countries. Nguyen et al. (2020) showed the positive impact of oil price on the stock market in Vietnam for the period (2000-2019). Ahuja et al. (2012) justified that there is a linkage between stock market performance indices and other factors like money injection, production, inflation rate, and oil price, etc.

Akbar (2012) examined the relationships between the KSE100 index and a set of macroeconomic variables over the sampling period from January 1999 to June 2008. They proved that stock prices were positively related to money supply and short-term interest rates and negatively related to inflation and foreign exchange reserves. Arouri and Rault (2012) tested the long-run relationship between oil prices and the GCC stock market using seemingly unrelated regression (SUR) methods and the results showed a positive impact of oil price on the GCC stock market, except Saudi Arabia.

Zarour (2006) investigated the effect of the sharp increase in oil prices on stock market returns for five Gulf Cooperation Council (GCC) countries (Bahrain, Kuwait, Oman, Saudi Arabia, and Abu Dhabi). The results showed that (i) The predictive power of oil prices increased after the rise in oil prices, while both Saudi and Omani markets only have the power to predict oil prices. (ii) By analyzing the impulse response function, the response of these markets to shocks in oil prices has increased and become faster after the rise in oil prices. (iii) The Saudi market is more responsive to shocks in oil prices and vice versa.

Tripathi and Seth (2014) examined the causal relationships between the stock market performance and select macroeconomic variables in India, using monthly data from July 1997 to June 2011. The results suggested that the stock prices movement is not only the result of the behavior of key macroeconomic variables but it is also one of the important reasons for movement in other macro dimensions in the economy. Asaad and Marane (2020) showed that the level of corruption, terrorism activities, and political stability coefficient is significantly positive with the Iraq stock exchange. In contrast, the oil price coefficient is significantly negative with the Iraq stock exchange, which means that lower levels of corruption, less terrorism activities, and more stability in the political system have a strong influence on stock market development in Iraq. The results were also concluded by (Asaad et al., 2020; Asaad, 2014).

Lee and Zhao (2014) examined the short-run and long-run causal relationship between stock market prices and exchange rates in Chinese stock markets. They found 1) long-run causality from exchange rates to stock prices in Chinese stock markets and 2) short-run causality from Japanese yen and Korean won exchange rates to stock prices in the Shanghai Stock Exchange strongly prevails while in the Shenzhen Stock Exchange weakly prevails. The impact of the global financial crisis from 2007 to 2009 on Chinese stock markets was insignificant. Islam and Habib (2016) intended to study the impact of various macroeconomic variables on the Indian stock market. They showed that only the exchange rate has a significant negative impact on stock returns. The other macroeconomic variables are not significantly affecting stock returns; however, their impact is in accordance with the economic theory.

While a lot of studies have been carried out on how macroeconomic factors influence the stock market performance, this research paper is an endeavor to empirically investigate the stock market returns relation with key macroeconomic antecedents namely international crude oil
price, domestic gold price, rupee-dollar exchange rates, real interest rates, and consumer price indices using different dynamic econometric models and techniques.

3. Materials and Methods

The monthly time series data from January 1992 to July 2019 is extracted from the Reserve Bank of India database, BSE and NSE database, investing.com, and Yahoo finance database. Five macroeconomic antecedents are considered explanatory variables. They are international crude oil price (COP), Domestic gold price (GP), Rupee-dollar exchange rates (ER), Real interest rates (RIR), and consumer price indices (CPI). The BSE Sensex and Nifty50 are taken into consideration as the dependent variable in this research work. The monthly data of stock indices is converted into a natural logarithm for keeping the data normal as well as for reducing the problem of heteroskedasticity. SPSS 19 and EViews9 software are employed in the empirical analysis.

1. Descriptive statistics and Normality test (Jarque-Bera Test).
2. Testing the relationship among regional Indian Stock Markets and five keys macroeconomic antecedents during the financial crisis using Karl Pearson’s correlation.
3. Multiple regression model (Karlin et al., 1983).
5. Forecast evaluations using Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and Theil Inequality Coefficient.

4. Results and Discussion

The data is analyzed both graphically and using econometric models and statistical tools.

4.1. Descriptive Statistics

Descriptive statistics in Table 1 provides a clue of the distribution of time series data and make it easy to detect outliers and typos, and make it possible to identify associations between macroeconomic variables, thus preparing for conducting further statistical analyses. Standard deviation measures how much spread or variability is present in Sensex return, Nifty return, and macroeconomics variables. Daily observations of both market returns and macroeconomics antecedents show returns are not very close to each other since standard

<table>
<thead>
<tr>
<th>Table 1: Descriptive Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange Rate</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Median</td>
</tr>
<tr>
<td>Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Skewness</td>
</tr>
<tr>
<td>Kurtosis</td>
</tr>
<tr>
<td>Jarque-Bera</td>
</tr>
<tr>
<td>Probability</td>
</tr>
<tr>
<td>Sum</td>
</tr>
<tr>
<td>Sum Sq. Dev.</td>
</tr>
<tr>
<td>Observations</td>
</tr>
</tbody>
</table>
deviations are not close to zero in all variables, although to some extent, it is high. So, they are quite volatile.

Statistical distribution of market returns and macro-economic variables are well-known from Skewness and kurtosis. The positive-skewed distribution of COP, GP, ER, CPI, The BSE Sensex returns and Nifty50 returns specifies that the distributions have a long right tail in the positive direction on the number line while the distribution of RIR is negatively skewed to the normal distribution. The distribution with kurtosis less than 3 in all cases except COP, RIR, and Nifty50 returns indicates that the distribution is said to be Platykurtic; it means the distribution produces fewer or less extreme outliers than the normal distribution does. Jarque-Bera probability value is zero irrespective of all-time series data (JB (P-value < 0.05) = Reject Ho (Non-Normal Distribution). Hence time series data in this study produces non-normal distribution.

4.2. Testing the Relationship Among Regional Indian Stock Markets and Macroeconomic Variables

Correlation statistics have been worked out to find the association between market return and key macroeconomic variables. The result has been presented in Table 2. Exchange rate, gold price, crude oil, and commodity price index have statistically positive associations with the Sensex market return and nifty market returns, whereas real interest has an inverse relationship with the Sensex market return.

<table>
<thead>
<tr>
<th>Exchange Rate</th>
<th>Gold</th>
<th>Crude oil</th>
<th>Commodity Price Index</th>
<th>Real Interest</th>
<th>Sensex Market Return</th>
<th>Nifty Return Market</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange Rate</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gold</td>
<td>0.697**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crude oil</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commodity Price Index</td>
<td>0.515**</td>
<td>0.511**</td>
<td>0.557**</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real Interest</td>
<td>-0.088</td>
<td>-0.552**</td>
<td>-0.286**</td>
<td>-0.645**</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Sensex Market Return</td>
<td>0.804**</td>
<td>0.894**</td>
<td>0.520**</td>
<td>0.824**</td>
<td>-0.449**</td>
<td>1</td>
</tr>
<tr>
<td>Nifty Return Market</td>
<td>0.691**</td>
<td>0.775**</td>
<td>0.446**</td>
<td>0.708**</td>
<td>-0.396**</td>
<td>0.865**</td>
</tr>
</tbody>
</table>

**Correlation is significant at the 0.01 level (2-tailed). rxy: Pearson Correlation.

4.3. Multivariate Regression Model

Multiple regression in Table 3 reports the $R^2$, adjusted $R^2$, and coefficient, which determine the fit of the regression model.

$R^2$ is the proportion of the variance for a dependent variable that’s explained by an independent variable or variables in a regression model. The high $R^2$-squared value of 85.567% represented that the independent variable explains 85.567% of the variability of the dependent variable. Around 85.567% of fluctuations in the market index are explained by international crude oil price ($X_3$), Domestic gold price ($X_2$), Rupee-dollar exchange rates ($X_1$), Real interest rates ($X_5$), and consumer price indices ($X_4$), while 4.433% fluctuations in the market index are explained by other variables which are not included in this regression model. So, this regression model is well fitted or useful.

$Coefficient$ indicates the amount of variation between the dependent variable and independent variable when all other independent variables are held constant. The Coefficient $X_1$ is equal to 440.2941. This means that for every increase in Rupee-dollar exchange rates, there is an increase in the BSE index of 440.2941points. Simultaneously for every increase in Domestic gold price, international crude oil price, and Real interest rates, there is an increase in the BSE index of 13.142 points, whereas, for each increase in consumer price indices, there is a decrease in BSE index of 13.142 points.
The statistical significance of each of the independent variables is tested with \( t \)-statistics and prob-values. Since \( P < 0.0005 \) for all independent variables except real interest rates and consumer price indices, these independent variables are statistically significant and can predict market index. The econometric model equation:

\[
\text{Sensex market return} = b_0 + b_1 \text{Rupee-dollar exchange rates} \\
+ b_2 \text{Domestic gold price} \\
+ b_3 \text{International crude oil price} \\
+ b_4 \text{Consumer price indices} \\
+ b_5 \text{Real interest rates} + \epsilon
\]

4.4. Residual Diagnosis in Regression

A residual diagnosis is made to verify whether the conditions for drawing inferences about the coefficients in a regression model have been met. Given time-series data

\[
Y_i = \beta_0 + \beta x_i + e_i \quad t = 1, 2, \ldots, T
\]

The model may be subject to autocorrelation

A regression equation in this study is expressed as the dependent variable \( y_i \) (the sum of a modeled part), \( \beta x_i \) and an error. Once the estimated regression coefficient \( \beta \) is worked out, an analogous split of the dependent variable into (i) the part explained by the regression, \( \hat{y}_i = \beta x_i \) and (ii) the part that remains unexplained, \( e_i = y_i - \hat{y}_i \) are made

(i) The explained part \( \hat{y}_i \) is called the fitted values.
(ii) The unexplained part, \( e_i \), is called the residual.

The residuals are estimates of the errors, thus this study looked for serial correlation in the errors \( (e_i) \) by looking for autocorrelation in the residuals. The sum and mean of the residuals equal zero.

The features of the best regression model are high \( R^2 \), autocorrelation does not exist in the residuals, heteroscedasticity does not exist in the residuals, and residuals are normally distributed.

Formulation of hypothesis for envisaging good regression model:

\( H1: \text{Residuals are serially correlated.} \)
\( H2: \text{Residuals have heteroscedasticity.} \)
\( H3: \text{Residuals are not normally distributed.} \)

If the above-mentioned null hypotheses are accepted, the regression model fits well.

4.4.1. Actual, Fitted, Residual Chart for Estimating Regression Model

Actual, Fitted, and Residual in Figure 1 displays the actual and fitted values of the dependent variable and the residuals from the regression in graphical form. Checking the residual series confirms the existence of heteroscedasticity. The 2007 and 2018 market returns are much larger compared to other observations. After all the variables are converted into first differences, no serial correlation is displayed in the time series plot as exhibited in Figure 1.

### Table 3: The Output for Multiple Regression

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>( t )-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_1 )</td>
<td>440.2941</td>
<td>31.57829</td>
<td>13.94294</td>
<td>0.0000</td>
</tr>
<tr>
<td>( X_2 )</td>
<td>11.78413</td>
<td>1.285531</td>
<td>9.166743</td>
<td>0.0000</td>
</tr>
<tr>
<td>( X_3 )</td>
<td>7.345515</td>
<td>2.026918</td>
<td>3.623982</td>
<td>0.0003</td>
</tr>
<tr>
<td>( X_4 )</td>
<td>-13.14205</td>
<td>11.95387</td>
<td>-1.099397</td>
<td>0.2724</td>
</tr>
<tr>
<td>( X_5 )</td>
<td>7936.904</td>
<td>13147.98</td>
<td>0.603659</td>
<td>0.5465</td>
</tr>
<tr>
<td>( C )</td>
<td>-16966.90</td>
<td>1420.348</td>
<td>-11.94559</td>
<td>0.0000</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.855672</td>
<td>( F )-statistic</td>
<td>385.3626</td>
<td></td>
</tr>
<tr>
<td>Adjusted ( R^2 )</td>
<td>0.853451</td>
<td>Prob (( F )-statistic)</td>
<td>0.000000</td>
<td></td>
</tr>
</tbody>
</table>
4.4.2. Testing for Serial Correlation in the Residuals

Serial correlation is a common occurrence in time series, since the data is ordered, neighboring error terms turn out to be correlated. If a serial correlation is untreated, the given standard errors and \( t \)-statistics are invalid. EViews provide the following tools for identifying and detecting autocorrelation.

(i) Breusch–Godfrey serial correlation LM test
(ii) The Ljung-Box Q (LBQ) statistic

Autocorrelation in the errors in a regression model is tested (Godfrey, 1996) and the drawbacks of the DW test are resolved.

\( \textbf{H1(a)}: \quad H_0: \rho_1 = \rho_2 = \ldots = \rho_p = 0 \) no autocorrelation, \( H_1: \) at least one of the \( p \)’s doesn’t have zero, thus, autocorrelation.

The null hypothesis is that there is no serial correlation of any order up to \( p \). The statistic is distributed \( \chi^2 \), with \( p \) degrees of freedom. Reject \( H_0 \) if the \( p \)-value is smaller than 0.05. Otherwise, do not reject \( H_0 \). Prob. \( \chi^2 \) for the Breusch–Godfrey statistic from Table 4 is 0.000. So, the autocorrelation problem exists in the regression model at a 5% level.

Serial correlation from a regression model can be removed from the first difference method. Here the dataset is converted into their difference’s values using a differencing procedure to all time-independent variables.

\[
D(Y)_t = Y_t - Y_{t-1}
\]  \( \text{(4)} \)

where, \( D(Y) \): the difference of variable \( Y \) at lag \( t \), \( Y_t \): the value of \( Y \) at lag \( t \), \( Y_{t-1} \): the value of \( Y \) at lag \( t - 1 \).

By converting all the variables into the first difference, the regression model is run with no intercept and the results are presented in Table 4. The Prob. \( \chi^2 \) test statistic is 0.9107.

For this reason, it is inferred that at the 0.05 level of significance, there is no significant correlation (\( p \)-value > alpha-value) at the first difference method and in fact, the autocorrelation problem does not exist.

The Box-Ljung tests the lack of fit of a time series model. In general, the Box-Ljung test is defined as:

\( \textbf{H1(b)}: \quad H_0: \) The regression model does not exhibit a lack of fit. \( H_1: \) The regression model exhibits a lack of fit.

Table 4 gives you an idea about the \( Q \) statistic, the autocorrelation function (ACF), and the partial autocorrelation function (PACF) with their \( p \)-values for the first 36 lags. It is perceived that the LBQ statistic, the ACF, and the PACF for all 36 lags are not significant. So, time-series data has encountered autocorrelation and the model exhibits a lack of fit.

After all the variables are converted into the first difference, the correlogram is run to remove the autocorrelation and the results are presented in Table 4. The ACF displays a diminishing geometric progression from the highest value at lag 1.0, and the PACF displays an abrupt cutoff after lag 1.0. The LBQ statistic increases with the lag progress, specifying there is no autocorrelation within the data set and endorsing the model does not reveal a lack of fit.

4.4.3. Testing for Heteroscedasticity in Regression Analysis

In regression analysis, heteroscedasticity is tested in the context of the residuals or error term. Undoubtedly, heteroscedasticity is a systematic change in the spread of the residuals over the range of measured values (Bollerslev, 1986).

\( \textbf{H2}: \quad H_0: \) the variance of the errors does not depend on the values of the predictor variable. \( H_1: \) the variance of the errors depends on the values of the predictor variable.
The presence of heteroscedasticity is quantified using the Breush–Pegan test in the present study. It examines whether the variance of the errors of regression is dependent on the values of the predictor variables. It is a chi-squared test: the test statistic is distributed \( n \chi^2 \) with \( k \) degrees of freedom. Table 4 reports that the test statistic of Breush–Pagan Test has a \( p \)-value lower than the standard limit (\( p < 0.05 \)) and hence the null hypothesis of homoskedasticity is rejected and heteroskedasticity assumed.

To improve homoskedasticity, all the variables are converted into first difference and then the Breusch–Pagan test is performed against heteroskedasticity in EViews. The results are presented in Table 4. Test statistics and \( p \)-value for the chi-square statistic in Table 4 are insignificant, and then fail to reject the null hypothesis of homoskedasticity. It indicates that there is no problem with heteroscedasticity.

### 4.4.4. Jarque-Bera Test for Normality

In Econometrics, the Jarque-Bera test examines whether the distribution of the error term is normal. The estimated \( \beta \) is the linear function of the error term. If the error terms are normally distributed, then the \( \beta \) and independent variables will moreover normally distribute too. If the error term is normally distributed, the specification model is correct and ceteris paribus. The Jarque-Bera test confirms if the error term is normally distributed or not based on the estimated model.

\[ H_3: \ H_0: \text{Error terms are normally distributed.} \quad H_1: \text{Error terms are not normally distributed.} \]

\[ \text{JB (} P \text{-value} > 0.05) = \text{Accept } H_0 \text{ (Normal Distribution)} \]
\[ \text{JB (} P \text{-value} < 0.05) = \text{Reject } H_0 \text{ (Non-Normal Distribution)} \]

Inferring from Table 4 the Jarque-Bera test has not rejected \( H_0 \) since the \( p \)-value of the JB test = 0.627033 is greater than the level of significance, \( \alpha = 0.05 \). Since there is no enough evidence to substantiate that the error terms are not normally distributed, the model follows the normality assumption of the error term at a 5% level of significance.

### 4.5. Forecast Evaluations: Forecasts Accuracy of Nifty and Sensex Market Returns

When building prediction models, the principal goal is to make a model that most accurately forecasts the desired target value for Nifty and Sensex from Macroeconomic variables. The measure of model error is one that accomplishes this goal (Diebold, 2001). Four different measures of forecast accuracy are calculated by EViews software.

(i) Root Mean Squared Error (RMSE) is an absolute measure of fit. It is the standard deviation of the residuals or prediction errors. A low value of RMSE indicates a better fit. For a datum that ranges from 0 to 1000, the RMSE of 0.7 is small. RMSE for Nifty and Sensex is very small. It means that a good model has been built that tests well and the data is around the line of fit. It has a good predictive value when tested on the sample.

(ii) Mean Absolute Error (MAE) is to determine the predictive quality of the model based on the prediction errors. It can range from 0 to ∞. MAE of Nifty market returns and Sensex market returns are close to 0. It signals that the predictive quality of the models is good.

(iii) Mean Absolute Percentage Error of Nifty market returns and Sensex market returns > 50%. It specifies forecasting power is weak and inaccurate forecasting can be possible sometimes.

(iv) The scaling of Theil Inequality Coefficient (U) always lies between 0 and 1. U of Nifty market returns and Sensex market returns are close to 0 which means that actual Nifty market returns and Sensex market returns and forecasted Nifty market returns and Sensex market returns are the same. It specifies that there is a perfect fit of the model and its predictive performance will be good or up to the expectation.

Theil’s U statistics can be rescaled and decomposed into three proportions of inequality.
(a) Bias proportion
(b) Variance proportion
(c) Covariance proportion.

The standard rule is that Bias proportion + Variance proportion + Covariance proportion = 1.

(a) Bias proportion is a signal of systematic error. The bias proportion of Nifty market returns and Sensex market returns is zero. It means that our model is capturing all the signals it could from the data of Nifty and Sensex.

(b) Variance proportion is a signal of the ability of the forecasts to the replication degree of variability in the variables to be forecast. The variance proportion of Nifty market returns and Sensex market returns is very low. It confirms that our model is not suffering from high variance and this model avoids overfitting.

(c) Covariance proportion is a measure of unsystematic errors. Preferably, this should have the highest proportion of inequality.

The $U_r$ Theil’s Coefficient of Nifty market returns < 1 indicates the forecast to compare is better and there are no differences between predictions, whereas The $U_s$ Theil’s Coefficient of Sensex market returns >1 indicates the forecast to compare is less accurate. As a whole, our model is really performing well on both Nifty and Sensex Dataset because it is not suffering from high bias and high variance and RMSE is also extremely low (Figures 2 and 3).

4.6. Cointegration Test between Market Returns and Macroeconomic Antecedent

There are two prominent cointegration tests for the I(1) series, which are found in the past literature. They are (a) Johansen’s Methodology for Modeling Co-integration and (b) Residual based Cointegration Test including Angle Granger and Phillips-Ouliaris Cointegration Test.

4.6.1. Johansen’s Methodology for Modeling Co-Integration

In this study, the series is presumed to be non-stationarity in levels but became stationary after first difference I (1) with the assumption that they are of the same order of integration. In this case, the regression model is not fully ineffective, although the variables are unpredictable. To examine in-depth, the hypothesis is best described as

H4: H0: no cointegration equation (at the 5% level), H1: is not true.

The null hypothesis failed to accept if $p$-value ≤ 0.05. The EViews software output releases two statistics, trace statistics and Max-Eigen statistics. The rejection of the null hypothesis is indicated by an asterisk sign (*). The Trace statistics in Table 5 show the existence of 1 cointegrating equation at the 5% level of the equation. The null hypothesis of Max-Eigen statistics is rejected up to 1 cointegration equation against the $H_1$ of $r + 1$cointegrating vectors at a 5% level of significance. Therefore, the system has no less than one or as a minimum of one cointegration equilibrium relation. It is the indication of a long-term association between market returns and targeted macroeconomic antecedents over the last 27 years. They move together in a similar direction for a long period.

The results are normalized on the Nifty market return. Table 5 reports Normalized cointegrating parameters. Johansen’s Cointegration Test specifies one cointegrating equation with the log-likelihood of $-3111.599$. As a result, the normalized beta of the macroeconomic antecedents and Sensex market returns are taken from the first normalized coefficient table for constructing the cointegrating equation.

The cointegration equation is constructed from Table 6. Nifty index returns are considered as regressand (dependent
Nifty index returns = 1.080139 × Sensex market return + 0.000162 × GP – 0.003963 × ER – 0.009068 × CPI + 0.003299 × COP – 4.531468 × RIR (6)
This cointegrating equation validates that Sensex, GP, and COP move in a similar direction over the long run despite the fact ER, CPI, and RIR move in the reverse direction against the Nifty market movement. In India, a 1% increase in the BSE Sensex market leads to a 1.08% increase in Nifty market returns. A 1% rise in GP and COP contributes to little increase in the Nifty 50. But a 1% increase in RIR leads to a 4.53% decline in Nifty market return. A 1% increase in ER and CPI do not much shrink in Nifty market return.

Later the results are normalized on the Sensex index return. The cointegration equation is constructed from Table 6. Sensex returns are considered as regressand (dependent variable in a regression) while Nifty market return and other macroeconomic antecedents are treated as a regressor (independent variable in a regression). The signs are reversed to produce correct interpretation because of the normalization process.

\[ \text{Sensex return} = 0.925806 \times \text{Nifty market return} \\
+ 0.000150 \times \text{GP} + 0.003669 \times \text{ER} + 0.008395 \times \text{CPI} - 0.003055 \times \text{COP} - 4.531468 \times \text{RIR} \]  

(7)

Long run cointegrating equation (7) validates that Nifty, GP, and COP except for GP and COP, move in a similar direction over the long run against Sensex movement. In India, a 1% increase in the Nifty market leads to a 0.9258% increase in Sensex returns. A 1% rise in ER and CPI contributes little increase in the Nifty 50 but a 1% increase in RIR gives a 4.531468% boost in Sensex returns. But a 1% increase in GP and COP leads to a little decline in Sensex market return.

**4.6.2. Residual Based Cointegration Test**

The Angle Granger (Engle & Granger, 1987) and Phillips-Ouliaris are stationarity tests employed to the residuals obtained from a static OLS cointegrating regression. If the series are not cointegrated, the residuals are non-stationarity. These tests assumed that constant is the only deterministic regressor in the cointegrating equation. Table 7 provides the computed value of both Angle-Granger tau-statistic ($\tau$-statistic) and normalized autocorrelation coefficient ($z$-statistic) for residuals obtained. These values use each series in the group as the dependent variables in a cointegrating regression. The test results of $\tau$-statistic are broadly similar to all macroeconomic variables and Sensex stock market returns. $\tau$-statistic has accepted the null hypothesis at conventional levels. But the Nifty index return is cointegrated and its residuals are stationary because its $p$-values are significant. Further, the results for $z$-statistic are mixed. The residuals from the Nifty index return and Sensex index return reject the null hypothesis of a unit root, however, results in macroeconomic antecedents accept the null hypothesis of no cointegration. Thus, the Nifty market return and Sensex market return are cointegrated, its residuals are stationary.

In contrast with Angle-Granger Cointegration, the results of the $t$-statistic and $z$-statistics of Phillips-Ouliaris in Table 7 are quite similar for all macroeconomic variables. It means
that Phillips-Ouliaris does not reject the null hypothesis that macroeconomic antecedents are not cointegrated, while Nifty and Sensex market returns are cointegrated with target variables.

### 4.7. The Vector Error Correction Model (VECM)

Based on the Granger representation theorem, once market returns and Macroeconomics antecedents are cointegrated, VECM is performed to describe the short-run dynamics towards their equilibrium values (Tursoy et al., 2008). The estimates of the cointegrating equation are displayed in the first row of the second part of Table 8 whereas the estimates of the speed of adjustment coefficient (ECM coefficient), their standard errors and the $t$-statistics are shown in the first row of the second part of Table 8. VECM results from the first part of the table are used to construct the long-run cointegrating equation. All signs have been reversed. Antecedents are all long-run variables.

The long-run equation would be

$$
\text{Nifty Market return} = -1.011239 + 1.047488 \times \text{Sensex market return} \\
+ 0.001318 \times \text{COP} - 0.005069 \times \text{CPI} + 0.000105 \times \text{GP} \\
- 0.002358 \times \text{ER} - 3.690040 \times \text{RIR} + u_t
$$

$$
\text{Sensex Market return} = 0.965395 + 0.954665 \times \text{Nifty market return} \\
- 0.001258 \times \text{COP} + 0.004839 \times \text{CPI} - 0.00999 \times \text{GP} \\
+ 0.002251 \times \text{ER} + 3.522751 \times \text{RIR} + u_t
$$

The speed of adjustment coefficient for Nifty market returns is $-1.056754$. As per the criteria recommended, the

---

**Table 7: Residual-Based Test for Cointegration**

<table>
<thead>
<tr>
<th>Angel- Granger Residual Test</th>
<th>Fixed Lag Specification (lag = 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Null hypothesis:</strong> Series are not Cointegrated</td>
<td><strong>Additional Regressor Deterministic:</strong> @TREND</td>
</tr>
<tr>
<td>Dependent</td>
<td>$t$-statistics</td>
</tr>
<tr>
<td>Nifty Return Market</td>
<td>$-12.86847$</td>
</tr>
<tr>
<td>Sensex Market Return</td>
<td>$-4.933415$</td>
</tr>
<tr>
<td>GP</td>
<td>$-2.741693$</td>
</tr>
<tr>
<td>ER</td>
<td>$-3.752150$</td>
</tr>
<tr>
<td>CPI</td>
<td>$-2.658557$</td>
</tr>
<tr>
<td>COP</td>
<td>$0.054510$</td>
</tr>
<tr>
<td>RIR</td>
<td>$-4.274422$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phillips-Ouliaris Residual Test</th>
<th>Long-Run Variance Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Null hypothesis:</strong> Series are not Cointegrated</td>
<td><strong>Additional Regressor Deterministic:</strong> @TREND</td>
</tr>
<tr>
<td>Dependent</td>
<td>$t$-statistics</td>
</tr>
<tr>
<td>Nifty Return Market</td>
<td>$-18.27842$</td>
</tr>
<tr>
<td>Sensex Market Return</td>
<td>$-7.527421$</td>
</tr>
<tr>
<td>GP</td>
<td>$-2.707830$</td>
</tr>
<tr>
<td>ER</td>
<td>$-3.425820$</td>
</tr>
<tr>
<td>CPI</td>
<td>$-2.592549$</td>
</tr>
<tr>
<td>COP</td>
<td>$0.396104$</td>
</tr>
<tr>
<td>RIR</td>
<td>$-4.258556$</td>
</tr>
</tbody>
</table>
coefficient shows a negative value and its magnitude also lies almost between 1 to 1. It reveals that this model has the ability to correct 100% of errors that occurs between each month in the subsequent month. Therefore, the errors made are short-lived. The speed of adjustment coefficient for Sensex index returns is 0.021785. Since the coefficient value is positive, there is no error correction and it so diverges (Table 8).

4.8. Pair-wise Granger Causality Test

After VECM, the Pair-wise granger causality test is completed in Table 9 by using lag length 2, to study the causal relationship between market index return and all macro-economic ancestors. The inferences are summarized below.

The null hypothesis of GP, ER, CIP, COP, RIR does not granger cause Nifty index returns is rejected. So, macroeconomic antecedents can forecast the Nifty index returns with its own lags. Furthermore, the Granger causality runs one way and no other way.

The null hypothesis of ER does not granger cause the Sensex index returns is rejected. Therefore, the exchange rate can forecast the Sensex market returns with its own lags. Moreover, this case granger causality runs one way and no other way.

The null hypothesis of Sensex index returns does not granger cause Nifty index returns, GP, and CIP is rejected. Hence, Sensex index returns can forecast the Nifty index returns, GP, and CIP with its own lags, and granger causality runs one way and no other way.

5. Conclusion

This research work is predominantly focused on modeling and analyzing the impact of macroeconomics...
ancestors on stock market return and its cointegration. The present research work infers that international crude oil price, Domestic gold price, and Rupee-dollar exchange rates except for real interest rates and consumer price indices (CPI) have a statistically strong significant association with the Indian stock market, although data set is not normally distributed. Cointegration test, VECM, and Pair-wise Granger Causality Test show the degree of interdependence affiliation between macroeconomics antecedent which is not affected by serial correlation and Heteroscedasticity in the first difference. The short-term underlying forces are recognized from VECM and then the number of abnormalities from the long term is corrected. The Granger causality test results supported GP, ER, CIP, COP, RIR can forecast the Nifty market returns with its own lags and Sensex returns can forecast the Nifty market returns, GP, and CIP with its own lags. Our model performs well on both Nifty and Sensex Dataset because it does not suffer from high bias and high variance and RMSE is also very low. Overall, the regression model and normalized cointegrating coefficients would be more helpful to investors to get better insight into the movement between regional markets and the effect of macroeconomics antecedent in the prediction of market returns.
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Table 9: Pair-Wise Granger Causality Test (Lag: 2)

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Observation</th>
<th>F-statistic</th>
<th>Prob</th>
<th>Decision of Ho</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nifty market return does not granger cause Sensex market return</td>
<td>329</td>
<td>0.52235</td>
<td>0.5936</td>
<td>Accepted</td>
</tr>
<tr>
<td>Sensex market return does not granger cause nifty market return</td>
<td>329</td>
<td>73.0156</td>
<td>7.E–27</td>
<td>Rejected</td>
</tr>
<tr>
<td>GP does not granger cause Sensex market return</td>
<td>329</td>
<td>1.01506</td>
<td>0.3635</td>
<td>Accepted</td>
</tr>
<tr>
<td>sensex market return does not granger cause GP</td>
<td>329</td>
<td>3.46989</td>
<td>0.0323</td>
<td>Rejected</td>
</tr>
<tr>
<td>ER does not granger cause Sensex market return</td>
<td>329</td>
<td>3.84263</td>
<td>0.0224</td>
<td>Rejected</td>
</tr>
<tr>
<td>Sensex market return does not granger cause ER</td>
<td>329</td>
<td>2.57808</td>
<td>0.0775</td>
<td>Rejected</td>
</tr>
<tr>
<td>CPI does not granger cause Sensex market return</td>
<td>329</td>
<td>0.24033</td>
<td>0.7865</td>
<td>Accepted</td>
</tr>
<tr>
<td>sensex market return does not granger cause CPI</td>
<td>329</td>
<td>7.76874</td>
<td>0.0005</td>
<td>Rejected</td>
</tr>
<tr>
<td>COP does not granger cause sensex market return</td>
<td>329</td>
<td>0.29189</td>
<td>0.7470</td>
<td>Accepted</td>
</tr>
<tr>
<td>sensex market return does not granger cause COP</td>
<td>329</td>
<td>1.42001</td>
<td>0.2432</td>
<td>Accepted</td>
</tr>
<tr>
<td>RIR does not granger cause Sensex market return</td>
<td>329</td>
<td>0.33041</td>
<td>0.7189</td>
<td>Accepted</td>
</tr>
<tr>
<td>sensex market return does not granger cause RIR</td>
<td>329</td>
<td>0.73301</td>
<td>0.4813</td>
<td>Accepted</td>
</tr>
<tr>
<td>GP does not granger cause NIFTY market return</td>
<td>329</td>
<td>20.3122</td>
<td>5.E-09</td>
<td>Rejected</td>
</tr>
<tr>
<td>NIFTY market return does not granger cause GP</td>
<td>329</td>
<td>1.71499</td>
<td>0.3378</td>
<td>Accepted</td>
</tr>
<tr>
<td>ER does not granger cause NIFTY market return</td>
<td>329</td>
<td>11.0617</td>
<td>2.E-05</td>
<td>Rejected</td>
</tr>
<tr>
<td>NIFTY market return does not granger cause ER</td>
<td>329</td>
<td>1.08889</td>
<td>0.3378</td>
<td>Accepted</td>
</tr>
<tr>
<td>CPI does not granger cause NIFTY market return</td>
<td>329</td>
<td>11.0424</td>
<td>2.E-05</td>
<td>Rejected</td>
</tr>
<tr>
<td>NIFTY market return does not granger cause CPI</td>
<td>329</td>
<td>1.83427</td>
<td>0.1614</td>
<td>Accepted</td>
</tr>
<tr>
<td>COP does not granger cause NIFTY market return</td>
<td>329</td>
<td>3.72716</td>
<td>0.0251</td>
<td>Rejected</td>
</tr>
<tr>
<td>NIFTY market return does not granger cause COP</td>
<td>329</td>
<td>1.05092</td>
<td>0.3508</td>
<td>Accepted</td>
</tr>
<tr>
<td>RIR does not granger cause NIFTY market return</td>
<td>329</td>
<td>3.63295</td>
<td>0.0275</td>
<td>Rejected</td>
</tr>
<tr>
<td>NIFTY market return does not granger cause RIR</td>
<td>329</td>
<td>0.38878</td>
<td>0.6782</td>
<td>Accepted</td>
</tr>
</tbody>
</table>


