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Abstracts: In this paper, we are focused on the analysis of a cyclic schedule for the determination of the optimal cycle time and the minimization of work in process. Especially, this paper deals with the product ratio-driven cyclic scheduling problem in FMS with different products and ratio using the TPN(Time Petri Nets) unfolding.
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I. 서론
유연생산시스템(Flexible Manufacturing System, FMS)이란 다양한 소량 생산을 그 목적으로 하는 제조 시스템이다. 이와 같은 생산 시스템의 구성이 대개 각 종 CNC machine, 저장공, 공정간의 이동을 위한 장비 등의 종합적인 net으로 되어 있다. 이와 같은 유연생산 시스템에 있어서 가장 종합적으로 다루는 것은 작업효율의 최적화를 위해 시스템을 구성하는 기기의 작업 순서를 최적화하는 것이다. 이러한 시스템에 대한 스케줄을 모델링하고 분석하는 연구가 많은 연구가들에 의해 행해져 왔다[1][5].

일반적으로 Time Petri Net(TPN)으로 모델링한 FMS 모델의 스케줄 분석은 보통 cycle이 포함되어 있는 모델로, TPN에 포함된 명령이 다룰 수 있는 방법이 제공되지 않아 복잡한 병행적 모델의 도달성 분석 및 공유자원(shared resource)의 선정 등으로 인해 충돌이 발생하는 경우가 복잡하여 분석하는데 어려운 단점이 있다. 이러한 문제점을 극복하기 위하여 모델 내 재정구조의 복잡성을 상대론적(S-Invariant) 개념을 적응 분석하여 여러 개의 cycle들로 분할한다. 여러 개의 slice를 생성한 후 합성적 분석 기법을 이용하여 시스템의 교착상태, 플레이스의 유한성, 트랜지션의 수행 가능성을 검사한다. 또한 cycle이 포함된 원래의 TPN 모델을 acyclic한 TPN으로 변형하는 unfolding 개념을 적용하여 분석함으로 복잡성을 극소화 시킬 수 있다. unfolding된 TPN의 분석은 부분순서의 의미 기반을 두어 상대공간법을 이용할 수 있어 원래의 TPN을 분석하는 것보다 훨씬 용이하다.

본 연구에서는 처음으로 unfolding 개념을 이용하여 유연생산시스템에서의 스케줄링 문제를 모델링하고 분석하고자 한다. 생산 비율을 달리하는 production ratio-driven FMS를 TPN을 이용하여 모델링한 후, 이 투 petri net slice 개념을 적용하여 원래 net을 분할하고, 분할된 각각의 모듈을 다시 unfolding을 이용하여 동일한 acyclic한 net으로 변형하여 스케줄을 분석한다.

본 연구의 구성은 1절에서는 TPN의 기본적인 용어와 그 정의 및 unfolding에 대하여 설명하며, 2절에서는 petri net slice에 대해 설명하며, 3절에서는 옵션을 고려하여 특히 생산성을 달성한 토픽 트랜지션의 서로 다른 방법을 강조할 뿐만 아니라 초기 모델에서 unfolding된 TPN 모델로 변환하는 동안에 발생하는 스케줄 문제를 다루게 된다. 마지막으로 결론 및 앞으로의 연구가과가 5절에 주어진다.

II. TPN의 정의 및 unfolding


1. TPN의 일반적 정의

TPN은 \( P,T,E,S,M,\delta,\psi \)로 6가지 훈들로 구성되며, \( P = \{ p_1,p_2,\ldots ,p_n \} \), \( |P| \neq 0 \)는 플레이스의 유한집합, \( T = \{ t_1,t_2,\ldots ,t_m \} \), \( |T| 
eq 0 \)는 트랜지션의 유한집합, \( P \cap T = \phi \), \( E : P \times T \rightarrow N, E \subseteq \text{일러랩수,} \ S : T \times P \rightarrow N \)는 출력함수\( (N:\text{양의 정수집합}) \), \( M \subseteq (M \times P) \rightarrow N \)의 초기트온상태, \( t \)는 시간함수\( (t:T \rightarrow Q^* \cup \{ 0 \}) \)가 양의정수집합이다.

일단 TPN에 cycle이 존재하지 않는다면 TPN은 acyclic하다 한다. \( S=\langle M,D \rangle \)를 TPN의 현재상태라 가정하면 트랜지션간의 정화순서를 다음의 세 가지 형태로 정리할 수 있다.

1) 트랜지션 \( te \in T \)는 다음의 식을 만족할 경우 트랜지션 \( ts \in T \)와 순차관계이다. 여기서 \( p \)는 공동 플레이스의 집합이다.

\[
Cs(te/ts) = (te,ts) \subset \{ te \neq ts, S(te) \cap E(ts) = \phi, p \subseteq P \}
\]

2) 트랜지션 \( Te \in T \)는 다음의 식을 만족할 경우 트랜지션 \( ts \in T \)과 지연관계이다. 여기서 \( tk \)는 트랜지션 \( te \)에서 나머지 정화가능 트랜지션들의 집합이다.

\[
Cf(te/ts) = \{ ts \neq te, (E(ts) \cap E(tk) \subseteq S(te) \neq \phi = p \} \\
\text{\wedge (E(ts) \subseteq E(tk) \wedge E(tk) \subseteq E(te))}
\]

3) 트랜지션 \( te \in T \)는 다음의 식을 만족할 경우 트랜지션 \( ts \in T \)과 순차관계이다. 여기서 \( p \)는 공동 플레이스의 집합이다.
지선 $ts=\tau$와 병행관계이다.

$$Cc(te/tk) = te \cap tk \quad \text{te} \cap \text{ts} \quad \text{E(ts)} \cap \text{E(tk)} \quad = \emptyset$$
$$\wedge (\text{E(ts)} \cap \text{E(tk)} \subseteq S(te)) = p)$$

2. Unfolding


정의 1(OCN:Occurrence net) : 모든 플레이스 $p \in P$에 대해 최소한의 트렌지션을 가질 때 $\vert p \vert = 1$, OCN TPN = $(P,T,E,S,Mo)$은 acycle net이다.

정의 2(Configuration) : 트렌지션의 집합 $C \subseteq T$은 OCN의 configuration이라 한다. 단일 $(1) t \in C$에서 $C$가 모든 트렌지션 $t$의 선행 흐를 포함한다. $(2) C$가 상호 관계에 병합 트렌지션을 포함하지 않는다.

정의 3 : $C$은 OCN의 configuration이다. $C$의 마진 맵 마진 $FM(C)$는 $C$의 트렌지션을 점화하고 초기값에서부터 마진 마진을 도달함을 나타낸다.

정의 4 : 일반 페트리넷의 유한한 마진흐름을 갖는 OCN의 unfolding으로 변환된다.

다음은 unfolding의 예이다. 그림 1의 (1)은 페트리넷이고 (2)는 페트리넷 (1)의 unfolding이다.

즉 페트리넷의 마진에서 사료를 해제하여 표시하고 마진흐름에서 값을 알 수 있는 마진을 탐색하기로 한다. 마진흐름을 반복적으로 페트리넷의 unfolding에 따라 유한한 마진으로 변환한다.

따라서, unfolding으로 변환된 넷은 순차적 마진흐름을 가질 수 있는 새로운 상태를 분석하기에 쉬워진다.

그림 1. 페트리넷과 unfolding.
Fig. 1. Petri net and unfolding.

III. Petri net slice

모델분할은 극소 상태변환을 기준 단위로 하여 시스템을 나누고 기본 단위에 포함되지 않는 플레이스들의 정보를 근곤 극소 상태변환에 추가하여 모든 플레이스들이 기본단위에 나타나도록 한다[14].

정의 5(상태불변(S-invariant)) : $N$을 P/T net이라 할 때, $N' \cdot i = 0$을 만족하는 플레이스 벡터 $i : S_N \rightarrow Z$를 상태불변이라 한다.

$N'$은 페트리넷 모델은 행렬(트렌지션 X 플레이스)으로 나타낸 것이다.

정의 6 극소 상태변환(minimal invariant) : 상태변환으로 양의 값으로만 표현되어 다른 상태변환을 포함하지 않는 극소 형태(minimal)를 말한다.

정의 7 (Petri net Slices) : 전체 모델 $N = (P, T, F, W, M)$에서 모델 분할 알고리즘에 의해 분할된 플레이스 집합을 $Slice = \{P_{Slice}, i = 1 \ldots n\}$라 하 며, Petri net Slices는 $(Slice, i = 1 \ldots n)$로 정의되고 각각의 Slice는 Petri net Slice = $(P_{Slice}, T_{Slice}, L_{Slice}, W_{Slice}, M_{Slice})$로 아래 조건을 만족한다.

$\forall p \in P_{Slice}$

$L(t_i) \rightarrow \Sigma$는 트렌지션에 위치한 레벨을 정의한 함수

$L_i = (t_i = T, s \in P_{Slice}, t, s \in F$ 혹은 $(t, s) \in F)

L_i = (t, p) \in F, t \in F, p \in F, p \in T, t \in T)

\forall p \in P_{Slice}, W(p) = W(p)라고 \forall p \in M_{Slice}, M(p) = M_{Slice}$

Petri net 모델에서 트렌지션의 수행조건은 $i$에 연결된 이전 플레이스들($\Sigma$)에 토핑이 존재하여야 한다. Petri net slices는 여러 subnet으로 분할되어 있으며 트렌지션의 레벨에 의해 subnet 간의 동기화가 이루어진다. Petri net slices에서 트렌지션의 수행조건은 아래와 같이 정의할 수 있다.

$L_i(t)$가 유한절을 갖는 때 : 트렌지션 $i$의 수행조건 만 만족하면 된다.

$L_i(t)$가 여러 Slice에 유형일 때 : $L_i(t)$를 가지는 모든 트렌지션들이 수행조건을 만족하여야 한다.

IV. FMS 모델링

1. Ratio-driven FMS modeling

하나의 시스템은 M1, M2, M3, M4라는 네 개의 machine으로 구성되어 있고 OP1, OP2, OP3라는 세 개의 작업이 수행되며, 각각의 작업 생산율은 1:1:3이라 가정한다. 특히 OP1의 경우 3개의 공정에 M3, M1, M4의 기기가 필요하며, OP2의 경우 4개의 공정에 기기 M3, M2, M4가 필요하다. OP3의 경우에는 M2와

그림 2. 서로 다른 생산율을 갖는 FMS model.
Fig. 2. Ratio-driven FMS model.
M1의 기기만 필요하다. 시스템은 그림 2와 같이 모델링되며 각 공정의 작업시간은 표 1로 표시된다.

작업생산율이란 세 개의 작업 활동에서 각 작업활동이 갖는 가중치라고 생각하면 좋겠다. 즉 OP1과 OP2가 1회의 작업을 하는 동안 OP3은 3회의 작업이 가능할 것을 의미한다. 따라서, 전체적인 확률을 본다면 OP1은 1/5, OP2는 1/5 그리고 OP3은 3/5의 작업 확률 동이 이루어지는 시스템이다. 표 1에는 각 트랜지션의 성질을 표시하였는데, 각 트랜지션의 소요시간과 관련 작업 그리고 각 트랜지션의 점화형태를 표시하였으며 관련되어진 트랜지션도 같이 나타내었다.

표 1. 그림 2의 트랜지션표.
Table 1. Transition table of Fig. 1.

<table>
<thead>
<tr>
<th>트랜지션</th>
<th>시간</th>
<th>작업</th>
<th>관계</th>
<th>트랜지션</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1</td>
<td>13</td>
<td>OP1</td>
<td>Cc</td>
<td>t4</td>
</tr>
<tr>
<td>t2</td>
<td>10</td>
<td></td>
<td>Cc</td>
<td>t9</td>
</tr>
<tr>
<td>t3</td>
<td>11</td>
<td></td>
<td>Cc</td>
<td>t7</td>
</tr>
<tr>
<td>t4</td>
<td>20</td>
<td>OP2</td>
<td>Cc</td>
<td>t1</td>
</tr>
<tr>
<td>t5</td>
<td>7</td>
<td></td>
<td>Cc</td>
<td>t8</td>
</tr>
<tr>
<td>t6</td>
<td>6</td>
<td></td>
<td>Cc</td>
<td>t1,t4</td>
</tr>
<tr>
<td>t7</td>
<td>14</td>
<td></td>
<td>Cc</td>
<td>t3</td>
</tr>
<tr>
<td>t8</td>
<td>4</td>
<td>OP3</td>
<td>Cc</td>
<td>t5</td>
</tr>
<tr>
<td>t9</td>
<td>7</td>
<td></td>
<td>Cc</td>
<td>t2</td>
</tr>
</tbody>
</table>

2. 생산 비율을 병렬로 구성한 모델링

그림 1에서 생산성을 달리하는 작업 OP3을 병렬로 나열하여 모델링하면 그림 2와 같다[8].

그림 3. 병렬로 표현한 모델.
Fig. 3. Parallel model of OP3.

즉 OP3가 3회의 작업활동을 하게 되므로 이들 각각의 병합의 작업활동으로 간주한다면 그림 3과 같은 5개의 작업활동 형태로 나타낼 수가 있다. 이제 그림 3의 모델에서 기기별로 부-페트리 넷으로 구분하여 각 기기모델에서의 unfolding 넷을 표시하여 분석한다.

1) M3에 대한 모델링 및 unfolding nets: M3은 그림 4와 같이 OP1과 OP2의 두 개의 작업에서 트랜지션 t1, t4, t6 세 개의 공정에 이용된다. 그림 4는 M3에 대한 unfolding nets를 나타내고 있다.

그림 4. M3 동작.
Fig. 4. Operation of M3.

그림 5. M3에 대한 unfolding nets.
Fig. 5. Unfolding net of M3.

그림 5에서 와 같이 트랜지션 t6는 t4가 수행된 다음 수행된다. 따라서 M3에 대한 작업순서(Suf, l=N)는 두 가지 경우가 존재하며 다음과 같은 수식으로 표현할 수 있다.

\[ \text{Suf} = t1 \rightarrow t4 \rightarrow t5 \rightarrow t6 \]

\[ \text{Suf2} = t4 \rightarrow (t1 // t5) \rightarrow t6 \]

각 작업순서(Suf)의 수행 시간(Tuf, l=N)은 다음과 같다.

\[ Tuf1 = 13 + 20 + 7 + 6 = 46 \]
\[ Tuf2 = 20 + \max(13,7) + 6 = 39 \]

2) M4에 대한 모델링 및 unfolding nets: M4는 그림 6과 같이 OP1과 OP2의 두 개의 작업에서 트랜지션 t3, t7 두 개의 공정에 이용된다. 그림 7은 M4에 대한 unfolding nets를 나타내고 있다.
3) M1에 대한 모델링 및 unfolding nets: M1은 그림 8과 같이 OP1 한 개의 작업과 OP3 세 개의 작업이 포함을 이루는 네 개의 작업으로 구성되어 있다. 그림 9은 M1에 대한 unfolding nets를 나타내고 있다.

M4에 대한 작업순서는 그림 7과 같이 두 가지 경우가 존재하며 다음과 같은 수식으로 표현할 수 있다.

\[ \text{Suf}_1 = (((t_1 \rightarrow t_2) / t_8) \rightarrow t_9) / t_8 \rightarrow t_9 \]
\[ \text{Suf}_2 = (((t_8 \rightarrow t_9) / t_8) \rightarrow t_9) / t_8 \rightarrow t_1 \rightarrow t_2 \]
각각의 수행 시간은 다음과 같다.

\[ \text{Tuf}_1 = \max(23 + 1, 33) + 14 = 48 \]
\[ \text{Tuf}_2 = \max(33 + 14, 23) + 11 = 58 \]

M1은 op1과 op3의 트랜지션 t2, t9에서 사용되며, 특히 op3은 op1이 한번 수행하는 동안 세 번 수행하게 된다. 따라서 M1에 대한 작업순서는 그림 9과 같이 두 가지 경우가 존재하며 다음과 같은 수식으로 표현할 수 있다.

\[ \text{Suf}_1 = (((t_1 \rightarrow t_2) / t_8) \rightarrow t_9) / t_8 \rightarrow t_9 \]
\[ \text{Suf}_2 = (((t_8 \rightarrow t_9) / t_8) \rightarrow t_9) / t_8 \rightarrow t_1 \rightarrow t_2 \]
각각의 수행 시간은 다음과 같다.

\[ \text{Tuf}_1 = \max(\max(23, 4) + 7, 4) + 7 \]
\[ = \max(30, 4) + 7 \]
\[ = \max(37, 4) + 7 \]
\[ = 44 \]

\[ \text{Tuf}_2 = \max(\max(11, 4) + 7, 13) + 10 \]
\[ = \max(18, 4) + 7, 13) + 10 \]
\[ = \max(25, 13) + 10 \]
\[ = 35 \]

4) M2에 대한 모델링 및 unfolding nets: M1과 같은 방법을 적용하면 M2는 그림 10과 같이 OP2 한 개의 작업과 OP3 세 개의 작업이 포함을 이루는 네 개의 작업으로 구성되어 있다. 그림 10은 M2에 대한 unfolding nets를 나타내고 있다.
3. 생산 비율을 직렬로 구성한 모델링

앞 절에서는 생산율을 달리하는 공정을 그 가중치
만큼 병렬로 수행하는 방법을 생각하였는데, 이에게
이러한 작업형태를 직렬로 수행하는 경우의 모델을 생
각 할 수가 있으며 그 모델은 그림 12로 표현 할 수
있다.

그림 12. 직렬로 표현한 모델.
Fig. 12. Serial model.

1) M2에 대한 모델링 및 unfolding nets : 직렬로
표현한 M2에 대한 동작은 그림 13와 같이 OP2 한
개의 작업과 OP3 세 개의 작업이 일렬로 구성된 두
개의 그룹으로 구성되어 있다. 그림 14은 M2에 대한
unfolding nets를 나타내고 있다.

그림 11. M2에 대한 unfolding nets.
Fig. 11. Unfolding net of M2.

M2는 op2와 op3의 트랜잭션 t5, t8에서 사용되며,
특히 M1과 같이 op3은 op2가 한번 수행하는 동안 세
번 수행하게 된다. M2에 대한 작업순서는 그림 11과
같이 다음과 같은 수식으로 표현할 수 있다.

Suf1 = t4 \to t5 \to t8 \to t8 \to t8
Suf2 = ((t8 \to t8 \to t8) \to t4) \to t5
각각의 수행 시간은 다음과 같다.

\begin{align*}
Tuf1 &= 20 + 7 + 4 + 4 + 4 = 39 \\
Tuf2 &= \max((4 + 4 + 4), 20) + 7 \\
&= \max(12, 20) + 7 = 27
\end{align*}

Fig. 13. Operation M2.
Fig. 14. Unfolding net of M2.

\[ \text{Suf1} = t_4 \rightarrow t_5 \rightarrow t_8 \rightarrow t_9 \rightarrow t_8 \rightarrow t_9 \rightarrow t_8 \]
\[ \text{Suf2} = (t_4//t_8) \rightarrow (t_5//t_9) \rightarrow t_8 \rightarrow t_9 \rightarrow t_8 \]
\[ \text{Suf3} = (t_4//(t_8 \rightarrow t_9)) \rightarrow (t_5//(t_9)) \rightarrow t_8 \rightarrow t_9 \]
각각의 수행 시간은 다음과 같다.
\[ \text{Tuf1} = 20 + 7 + 4 + 7 + 4 + 7 + 4 = 53 \]
\[ \text{Tuf2} = \max(20,4) + \max(7,7) + 4 + 7 + 4 = 42 \]
\[ \text{Tuf3} = \max(20,15) + \max(7,7) + 4 + 7 = 38 \]
M2에 대한 모델링 및 unfolding nets

그림 15. M1 동작.
Fig. 15. Operation M1.

M1에 대한 동작과 unfolding은 그림 15 및 그림 16와 같으며, M1에 대한 작업 순서에 대한 작업 시간은 다음과 같은 수식으로 표현할 수 있다.

\[ \text{Suf1} = ((t_1\rightarrow t_2)/t_8) \rightarrow t_9 \rightarrow t_8 \rightarrow t_9 \rightarrow t_8 \rightarrow t_9 \]
\[ \text{Suf2} = (t_1//(t_8 \rightarrow t_9)) \rightarrow (t_2//(t_8)) \rightarrow t_9 \rightarrow t_8 \rightarrow t_9 \]
\[ \text{Suf3} = (t_1//(t_8 \rightarrow t_9 \rightarrow t_8)) \rightarrow (t_2//(t_8)) \rightarrow t_9 \]
각각의 수행 시간은 다음과 같다.
\[ \text{Tuf1} = \max(23,4) + 7 + 4 + 7 + 4 + 7 = 52 \]
\[ \text{Tuf2} = \max(13,11) + \max(10,7) + 7 + 4 + 7 = 41 \]
\[ \text{Tuf3} = \max(13,22) + \max(10,4) + 7 = 39 \]

machine

(a) machine schedule

operation

(b) operation schedule

그림 16. M1에 대한 unfolding nets.
Fig. 16. Unfolding net M1.

그림 17. 기기별 및 작업별 스케줄.
Fig. 17. Machine and operational schedule.
이상과 같이 그림 17의 machine operation을 생각하여 작업별 스케줄을 작성하면, 병렬로 구성하였을 경우 전체 작업 시간은 41만, 직렬로 구성하였다면 58만 된다. 따라서, 병렬의 경우가 전체작업시간이 동일한 경우 대기시간에서 효율성이 높다고 할 수가 있다.

V. 결론 및 향후 연구과제

본 연구는 생산비용을 단축하는 WIP의 유연생산시스템 모델에 대해 분할형태의 페트리 넷 분석 방법을 이용하여 구조적 방향을 이루는 부분을 분해하고 unfolding을 이용하여 설계 분석에 관한 방법을 제시하였다. 특히 unfolding 기법을 이용하여 분석함으로 시스템의 분석을 각 기기를 구분하여 분석 할 수가 있으며, 이를 종합화 하므로 한 시스템을 분석 할 수가 있다. 이러한 개념은 페트리 넷을 여러 개의 서브네트로 구분하여 설계하고 이를 종합함으로 전체적인 시스템의 성질을 분석 할 수 있다는 페트리 넷의 변형적 성질을 이용하여 유연생산 시스템에서의 설계 분석에 적합하게 보였다. unfolding 개념은 주로 시스템의 설계 분석으로 적용되어왔는데, 본 연구에서는 처음으로 세 가지의 작업과 네 개의 기기로 구성된 유연생산시스템에 적용하여 보였다. 분석 결과를 보면 생산비용이 다른 작업에 작업처리를 생산 저용에 따라 병렬로 작업을 분산시켰을 경우가 작업을 수행하는 경우보다 기기들의 대기시간을 보다 효율화 할 수가 있는 결과를 얻을 수가 있었다. 그러나, 본 연구에서 는 각 기기별에서 대기시간만을 주로 판리하려고 했으며, 몇 가지에 관한 경우를 정부하지 못한 한계점이 있어 다른 분석 기법과 그 효율성을 대해 비교 분석을 시행 할 수 없었으며, unfolding을 이용하여 모델링하고 분석하는 기법을 제시하여 그 가능성을 보였다. 따라서, 다른 모델기법과의 비교분석을 위하여 최적화를 위한 파라메터의 추가 연구가 필요하다. 또한 보다 복잡한 시스템과 분산화 시스템의 자원할당 문제에 대해서도 본 연구에서 시도한 개념을 적용하였을 때 발생할 수 있는 많은 unfolding 네트를 자동으로 산출 할 수 있는 자동시스템의 개발 연구와 네트를 단순화 시키며 가장 효율적인 네트를 선택하는 변형 방법 및 알고리즘 개발 연구에 주력하고자 한다.
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